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The field of optomechanics studies the interactions between light and the motion of

an object. One of the goals in this field is to generate and control highly non-classical

motion of a massive mechanical oscillator. There has been progress in generating such

non-classical motion via coupling the oscillator to a qubit, or by utilizing the non-linearity

of single photon detection. However, interest still remains in generating non-classical mo-

tion directly via the optomechanical interaction itself. Doing so requires strong coupling

between the light and the mechanical oscillator, as well as low optical and mechanical loss

and temperature. The unique properties of superfluid helium (zero viscosity, high structural

and chemical purity and extremely low optical loss) address some of these requirements.

To exploit the unique properties of superfluid helium we have constructed an optome-

chanical system consisting entirely of a magnetically levitated drop of superfluid helium in

vacuum. Magnetic levitation removes a source of mechanical loss associated with physi-

cally clamped oscillators. Levitation also allows the drop to cool itself efficiently via evap-

oration. The drop’s optical whispering gallery modes (WGMs) and its surface vibrations

should couple to each other via the usual optomechanical interactions.

In this dissertation we demonstrate the stable magnetic levitation of superfluid helium

drops in vacuum, and present measurements of the drops’ evaporation rates, temperatures,

optical modes and surface vibrations. We found optical modes with finesse ∼ 40 (limited

by the drop’s size). We found surface vibrations with decay rates ∼ 1 Hz (in rough agree-

ment with theory). Lastly, we found that the drops reach a temperature T ≈ 330 mK, and

that a single drop can be trapped indefinitely.
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Chapter 1

Introduction

The main goals of my dissertation research were to construct a new optomechanical

system consisting entirely of a superfluid helium drop that is magnetically levitated in vac-

uum, and to characterize its essential components (i.e., its optical and mechanical modes,

as well as its evaporation and temperature). In this dissertation I describe the work that

my colleagues and I have done to achieve these goals. Specifically, I provide a historical

account of the relevant progress in the field of optomechanics to date, theoretical descrip-

tions of the essential components of our helium drop optomechanical system, a description

of the construction of the experiment, and a discussion of measurements of helium drops’

optical and mechanical modes and their temperatures. I also discuss prospects for future

experiments with levitated helium drops, which extend well beyond the realm of optome-

chanics. The results reported in this dissertation add to the existing research in the field of

superfluid helium physics. They also position the levitated helium drop as a platform that

could be useful for experimental studies of optomechanics, quantum turbulence in isolated

liquids, and physics beyond the standard model. Furthermore, our results show the coldest

and most long-lived trapped helium drops in the literature, with the added ability to trap a

drop indefinitely.

The field of optomechanics studies the interactions of light with the motion of a me-

1



CHAPTER 1. INTRODUCTION 2

chanical oscillator. The coupling between the two arises because light in the optical res-

onator exerts a force on the oscillator; the oscillator’s motion in response to this force

changes the optical resonator’s geometry, thereby modifying the light in the resonator and

the force on the mechanical oscillator. While there are many interesting directions to pur-

sue using optomechanical systems, our main interest in these systems stems from their

ability to provide an avenue to study the quantum behavior of macroscopic objects. All

optomechanical systems suffer from optical and mechanical loss, however, which makes it

difficult to observe the quantum aspects of a macroscopic oscillator’s motion.

The unique properties of a magnetically levitated superfluid 4He in vacuum (i.e., its zero

viscosity, extremely low optical loss, and its ability to cool itself efficiently via evaporation)

address some important issues that can preclude the observation of quantum effects in an

optomechanical system. As a result, liquid helium is an intriguing material from which to

construct an optomechanical system, and may allow one to reach new regimes of quantum

optomechanics.

In writing this dissertation I hope not only to provide a thorough and accessible descrip-

tion of the important concepts that are necessary for experiments with levitated superfluid

helium drops, but also to provide a clear description of the experiments done throughout

my graduate career, and the exciting directions that can be pursued after my time in the

Harris Lab.

In Chapter 2, I provide a review of the optomechanics literature, including a review of

superfluid optomechanics and levitated optomechanics. I also provide a review of exper-

iments with isolated helium drops to date. I provide a brief theoretical description of the

canonical optomechanical system, and detailed theoretical descriptions of the magnetic lev-

itation of a helium drop, a drop’s evaporation in vacuum, a drop’s optical and mechanical

modes, and the optomechanical coupling between them.

In Chapter 3, I provide detailed descriptions of the magneto-optical cryostat inside

which we levitate helium drops, as well as the experimental chamber that we designed
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and constructed. I then describe the process of using this chamber to create drops. I also

describe initial measurements of drops’ size, shape, evaporation, temperature and center of

mass motion via analysis of video images.

In Chapter 4, I describe laser-based measurements of drops’ evaporation, temperature,

center of mass motion, optical modes and mechanical modes (in particular, their surface

modes, which are restored by surface tension).

In Chapter 5, I describe future work, including a re-design of the experimental chamber

that should offer several improvements, as well as exciting physics directions to pursue.

In Chapter 6, I summarize the main results of our research with levitated superfluid

helium drops.



Chapter 2

Background and Motivation

2.1 Optomechanics

Optomechanical systems mostly consist of harmonic oscillators that are weakly cou-

pled to each other, and that are limited to weak drives. Consequently, such systems are

described by Gaussian quantum states and they have been extensively studied. Yet, to mea-

sure the associated Gaussian quantum effects in a millimeter-scale helium drop – such as

zero-point fluctuations in its motion, or quantum measurement backaction – is interest-

ing because it would amount to an orders-of-magnitude increase in the mass of a system in

which such effects have been observed. These measurements could lead to a more thorough

understanding of quantum effects in macroscopic objects.

To access the more exotic non-Gaussian quantum effects (e.g. the Wigner function

negativity of a mechanical oscillator in an excited Fock state), an optomechanical system

must be nonlinear at the single quantum level. Such non-classical states of motion have

been achieved via the use of the nonlinearity inherent to single photon detection, or via

the interaction of a mechanical oscillator with a superconducting qubit. However, due to

the extremely low optical loss and low stiffness of a millimeter-scale helium drop, it could

be possible to use the inherent nonlinearity of the optomechanical interaction to observe

4
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non-Gaussian quantum effects in an object with mass ∼ 0.5 mg.

In an optomechanical system, light is typically confined in a cavity, and it couples to

motion of the mechanical oscillator in the cavity via radiation pressure. Radiation pres-

sure provides a unitary coupling mechanism between light and the mechanical oscillator,

so it can be used to explore the quantum motion of macroscopic objects. However, all

optomechanical systems suffer from optical and mechanical loss, which makes it difficult

to observe the quantum aspects of the mechanical oscillator’s motion. Over the last two

decades, researchers have put forth much effort toward addressing these challenges and

there has been much progress in the study of the quantum motion of mechanical oscilla-

tors. Yet, researchers are still working to optimize their systems and push them further into

a regime where quantum mechanics dominates the physics.

Levitating the mechanical oscillator and evacuating the space around it is advantageous

because it removes a pathway for energy from the environment to leak into the mechanical

oscillator and spoil its quantum properties. Furthermore, mechanical energy cannot leak out

of it, thereby minimizing mechanical loss. However, the isolation provided by levitation

removes the possibility of cooling the object by conventional means and so may result in

high temperatures. Despite this, levitated optomechanical systems are making important

strides toward studying the quantum motion of macroscopic mechanical oscillators.

Constructing the optical cavity from superfluid liquid 4He addresses the issue of optical

loss because because the combination of its chemical and structural purity, along with its

large electronic bandgap means that it has vanishing optical loss; because of its low optical

loss, it could sustain low-loss optical modes. Because of liquid helium’s low surface ten-

sion, a drop with a millimeter-scale radius has mechanical modes with frequencies ∼ 10

Hz, and large zero-point fluctuations of its mechanical modes for mechanical oscillators of

this size. Levitating the liquid in vacuum will allow its optical and mechanical energy to

be stored entirely in the drop, which could lead to significant overlap between the light and

the motion, and thus large coupling between them. In fact, the coupling could be ∼ 10×
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larger than the mechanical mode frequency. Levitating the liquid isolates it from its envi-

ronment, which would still lead to elevated temperatures compared to a system in thermal

contact with a dilution refrigerator. However, a liquid helium drop has the added benefit

of evaporatively cooling itself to sub-Kelvin temperatures, as compared to other levitated

systems. At these temperatures (∼ 300 mK) the drop is essentially entirely superfluid, so

its viscosity is zero, which has a profound effect on its rotational motion. A superfluid drop

could host vortices of quantized circulation to which optical modes within the drop could

couple, paving a path towards vortex optomechanics.

Consequently, a levitated superfluid optomechanical system may allow one to reach a

new regime of quantum optomechanics.

2.1.1 Radiation Pressure

Radiation pressure is generally defined as the force per unit area exerted on an object as

a result of the absorption or reflection of electromagnetic radiation. Since the advent of the

notion of radiation pressure, it has been shown to mediate physical processes ranging over

many orders of magnitude in mass and length. In 1619, Johannes Kepler conceptualized

the idea of radiation pressure in effort to explain the observation that comet tails always

point away from the Sun. The concept of radiation pressure remained largely unexplored

until 1862 when James Clark Maxwell predicted from first principles that electromagnetic

fields carry momentum, providing a fundamental understanding of Kepler’s hypothesis.

Maxwell’s prediction of the precise amount of momentum carried by electromagnetic fields

was verified with ground-breaking experiments conducted by Pyotr Lebedev (1900), Ernest

Nichols and Gordon Hull (1901).

In 1909, Einstein used Planck’s blackbody spectrum to calculate the radiation pressure

force fluctuations acting on a movable mirror, as well as the corresponding frictional effects

of radiation pressure [1]. In this work, Einstein revealed the wave-particle duality of black-

body radiation, and he argued that this would be important for understanding the quantum
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nature of the electromagnetic field.

In the 1930’s Frisch and Beth demonstrated the linear and angular momentum transfers

of photons to atoms and macroscopic objects [2, 3]. In 1970, Ashkin implemented precise

control over radiation pressure for the acceleration and trapping of particles [4]. In 1987,

Pritchard and colleagues used radiation pressure to trap atomic clouds with ∼ 107 atoms

at densities ∼ 1011 atoms/cm3 [5]. More recently, experimental techniques that precisely

control radiation pressure have led to several notable results, including observations of

Bose-Einstein Condensation in dilute gases of alkali atoms [6, 7], direct laser cooling and

trapping of diatomic molecules [8], and laser cooling of a nanomechanical oscillator to its

quantum ground state [9].

2.1.2 Cavity Optomechanics

The use of radiation pressure to study quantum features in the motion of macroscopic

objects (i.e., much larger than a molecule) is usually explored in devices known as cavity

optomechanical systems.

The quintessential cavity optomechanical system is shown in figure 2.1. It consists of

an optical Fabry-Perot cavity with one mirror fixed in place, while the other mirror, affixed

to a spring, is able to move. The electric field amplitude â of a specific electromagnetic

mode inside the optical cavity functions as one degree of freedom, and the displacement x̂

of the movable mirror functions as a second degree of freedom. When light of wavelength λ

impinges on the cavity with mirror separation L, a resonant condition can be met provided

L = nλ/2, where n is an integer. That is, if the mirror separation (cavity length) is an

integer number of half-wavelengths of the incident light the electric field amplitude within

the cavity can grow to a large value. As such, the resonant frequency of the cavity can be

written as ωc(x̂) = nπc/L(x̂). Light in the optical cavity exerts radiation pressure on the

movable mirror; the mirror’s motion in response to this force changes the cavity length,

thereby modifying the cavity resonant frequency. The resulting coupling between a and x̂
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Figure 2.1: A Fabry-Perot optical cavity with a movable end mirror. The optical mode
has amplitude â, and its linewidth and resonance frequency are κ and ωc, respectively. The
mechanical linewidth and resonance frequency of the mirror with position x̂ is, Γm and
ωm =

√
k/m, respectively. The mechanical oscillator is coupled to a bath with temperature

T .

is known as optomechanical coupling.

To further elucidate the details of a typical optomechanical system, one may define a

Hamiltonian given by

Ĥ = ~ωc(x̂)â†â+ ~ωmb̂
†b̂ (2.1)

where ωc(x) is the mirror position-dependent cavity resonance frequency, â(â†) is the

annihilation (creation) operator for a photon in the cavity mode with frequency ωc(x),

ωm =
√
k/m is the resonant frequency of the movable mirror with mass m, and b̂(b̂†)

is the annihilation (creation) operator for a phonon in the mechanical mode with frequency

ωm.

A Taylor expansion of the cavity resonance frequency to first order in the mirror posi-

tion yields

ωc(x̂) ≈ ωc(x0) +
∂ωc(x)

∂x
x̂ (2.2)

where x0 is the equilibrium position of the mirror, x̂ = xzpf (b̂ + b̂†) and xzpf =
√

~
2mωm

is the zero-point fluctuation of the mirror position. Thus, in consideration of the optome-

chanical interaction, the Hamiltonian can be rewritten as

Ĥ = ~ωc(x0)â†â+ ~ωmb̂
†b̂+ ~g0â

†â(b̂+ b̂†) (2.3)
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where the single-photon (vacuum) optomechanical coupling rate is given by

g0 =
∂ωc(x)

∂x
xzpf (2.4)

The Heisenberg equations of motion for the electromagnetic and mechanical modes

are given by ˙̂a = i/~[Ĥ, â] and ˙̂
b = i/~[Ĥ, b̂], with commutation relations [â†, â] = −1,

[b̂†, b̂] = −1, [â†â, â] = −â and [b̂†b̂, b̂] = −b̂. As a result, the equations of motion are

˙̂a = −i
(
ωcâ+ g0

(
b̂+ b̂†

)
â

)
(2.5)

˙̂
b = −i

(
ωmb̂+ g0â

†â
)

(2.6)

In general, optomechanical coupling can arise from different physical mechanisms that

cause the cavity length to change, such as radiation pressure, electrostriction or thermal

expansion. The change in cavity length due to radiation pressure arises because the photons

scattering from the mechanically compliant cavity exert a force on it, which is proportional

to the intensity of the electric field. The change in cavity length due to electrostriction

arises from the polarizability of the cavity material. The electric field polarizes the atoms

or molecules in the material, which then experience a force due to the electric field gradient.

This force, proportional to the product of the electric field and its gradient, can change the

physical cavity length L, or its effective length Leff by changing the index of refraction n

of the material filling the cavity (Leff = nL). Lastly, the change in cavity length due to

thermal expansion of the material used to construct the cavity results in a photothermal

coupling. The thermal expansion arises from the absorption of photons in the material,

which causes its temperature to rise.

Radiation pressure and electrostrictive coupling between the electrocmagnetic mode

and the mechanical mode are both unitary (lossless) mechanisms, which are described by

equations 2.5 and 2.6. On the other hand, photothermal coupling necessarily involves the
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loss of photons via their conversion into heat, and so is not unitary. Including this non-

unitarity leads to equations of motion somewhat different from equations 2.5 and 2.6. In

general, this form of coupling is less suitable to studies of quantum mechanics.

Equations 2.5 and 2.6, however, do not provide a complete picture of optomechanics

in the real world, because they do not include electromagnetic or mechanical loss, nor do

they include noise. In a more complete picture of optomechanics, which includes loss and

noise, the equations of motion are given by [10]

˙̂a = −i
(
ωc + g0

(
b̂+ b̂†

))
â− κ

2
â+
√
κextâin +

√
κintf̂int (2.7)

˙̂
b = −i

(
ωmb̂+ g0â

†â
)
− Γm

2
b̂+

√
Γmb̂in (2.8)

where κ = κint + κext is the total energy loss rate of the electromagnetic mode and Γm

is the energy loss rate of the mechanical mode. Here, κint is the internal loss rate in the

cavity, whereas κext is the loss rate through the channel used to drive the electromagnetic

mode (i.e. the loss through the mirror). The operator âin describes a coherent drive applied

to the electromagnetic mode, as well as the input of external electromagnetic noise. The

operator f̂int describes internal electromagnetic noise. Lastly, the operator b̂in describes

noise input to the mechanical mode via its contact with a thermal bath at temperature T .

Another quantity that is useful to quantify loss in harmonic modes is the quality factor.

The quality factor for the mechanical mode Qmech = ωm/Γm, and the quality factor for the

optical mode Qopt = ωc/κ. A low loss harmonic mode has Q� 1.

Of crucial importance in optomechanics are the relative rates of loss from the electro-

magnetic mode, loss from the mechanical mode, and the coupling between the two modes.

The physical phenomena that can be accessed with a particular device depend on dimen-

sionless ratios of κ, Γm, g0 and ωm. For example, the resolved sideband regime (ωm/κ� 1)

is particularly useful because it allows the extraction of energy from the mechanical mode

by dumping it into a non-resonant electromagnetic mode that escapes the cavity; as will
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be described in section 2.1.2, this has been used to cool a mechanical mode to its quantum

ground state. This process is called sideband cooling.

The thermal optomechanical cooperatively Cth is perhaps the most important figure of

merit in determining whether quantum effects are dominant in optomechanics (Cth > 1),

and it is given by

Cth =
4g2

0ncirc

κΓmnth

(2.9)

where ncirc is the number of photons in the electromagnetic mode and nth = kBT/~ωm

is the thermal occupation of the mechanical mode. The quantity Cth can be thought of

as the ratio of two rates. The first rate 4g2
0ncirc/κ describes the rate at which excitations

are exchanged between the optical and mechanical modes. The second rate Γmnth (also

known as the thermal decoherence rate) describes the rate at which a thermal phonon from

the environment (with which the mechanical mode interacts) will enter. Quantum effects

are important when the first rate is larger than the second rate. Throughout the history of

cavity optomechanics, researchers have made many attempts to maximize Cth by reducing

κ, Γm and nth while increasing g0 and ncirc. As a result, many different optomechanical

systems have been realized, each with their own strengths and weaknesses. In this thesis

we are interested in a similar optimization by using the unique material properties of su-

perfluid helium and the advantages of magnetic levitation. This will be elaborated upon in

upcoming sections of this thesis.

Review of Cavity Optomechanics

Decades prior to the development of cavity optomechanics into an independent field of

research, many of its concepts and techniques were already developed and utilized in grav-

itational wave detectors. In the 1960’s, Gertsenshtein and Pustovoit, and independently,

Braginskii, proposed using a laser interferometer as a gravitational wave detector [11, 12].

In the 1970’s, the first prototypes of such an interferometer were developed by Forward and

Weiss, laying the foundation for modern gravitational wave detectors such as LIGO and
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VIRGO [13, 14]. Since the 1970’s, researchers have made improvements upon the canoni-

cal optomechanical system presented in section 2.1.2 (as well as many other systems). The

improvements include higher laser power, longer interferometer arms, and increased vibra-

tion isolation from environmental sources of noise. In LIGO and VIRGO, kilometer-scale

arms of a Michelson interferometer are designed to measure minuscule dilations of the arm

length associated with gravitational waves traversing the interferometer [15]. Despite the

fact that the primary interest of these detectors lay in astrophysical gravitational waves, it

became important to address optomechanical effects, as they dominate the properties of

these detectors and can obscure or enhance the detection of gravitational waves.

The most immediate impact of quantum mechanics on the performance of gravitational

wave detectors is photon shot noise. Photon shot noise refers to the Poissonian-distributed

arrival time of photons in coherent laser light. To diminish the effect of this noise in the

photodetector signal, it is advantageous to use a bright laser beam – this reduces the mea-

surement imprecision of an optical interferometer. However, it was shown that quantum

fluctuations of the intra-cavity photon number (distinct from the fluctuations at the detec-

tor) represent an additional source of noise, as the radiation pressure associated with these

fluctuations can perturb the position of the cavity mirror [16]. This phenomenon, known

as quantum back-action, adds imprecision with increased intra-cavity photon number. The

balance of these two noise sources results in the minimum achievable measurement im-

precision (and an optimal laser intensity) of an optical interferometer. In the field of op-

tomechanics, the balance between measurement imprecision at the detector and quantum

back action in the cavity is referred to as the standard quantum limit (SQL). Understand-

ing the SQL in optomechanical systems, and even achieving beyond-SQL measurement

imprecision, represents an outstanding challenge and an exciting direction to the field of

optomechanics.

In 2009, Lehnert and colleagues at JILA detected the motion of a nanomechanical os-

cillator near the SQL with a microwave analogue of a Mach–Zehnder interferometer in
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a dilution refrigerator at temperatures below 100 mK [17]. They generated a microwave

tone, then injected this tone into the two arms of the interferometer so that one arm acted

as the local oscillator, while the other arm contained the optomechanical system. The

optomechanical system was a resonant microwave circuit with an embedded nanomechan-

ical oscillator whose displacement modulated the capacitance of the circuit, and therefore

its resonance frequency. In their system, ωc = 2π × 7.49 GHz, κ = 2π × 2.88 MHz,

ωm = 2π × 1.04 MHz, coupling G = g0/xzpf = 2π × 34 kHz/nm and g0 ≈ 2π × 1.3Hz.

With sensitive detection of the phase fluctuations at the output of the interferometer, they

inferred the power spectral density of displacement fluctuations of the nanomechanical os-

cillator Sxx and found it to be 80% of the SQL, with Sxx = [(4.8 ± 0.4) fm/Hz1/2]2.

Furthermore, their use of a Josephson parametric amplifier with total added noise of 1.3

quanta allowed them to reach a force sensitivity Sff = (0.26± 0.04) aN2/Hz.

In 2019, Schliesser and colleagues at the Niels Bohr Institute demonstrated displace-

ment and force detection below the SQL using a silicon nitride membrane (patterned with

a honeycomb lattice of holes to create a phononic crystal with an acoustic bandgap near

1 MHz) coupled to a Fabry-Perot cavity [18]. A “defect” in the pattern of holes near

the center of the membrane provided several vibrational modes that lie in the bandgap.

The phononic crystal shields these modes from radiative loss and provides a “soft clamp”,

which dramatically reduces the mechanical loss. Their system operated at T = 10 K, with

ωm = 2π × 1.135 MHz, Γm = 2π × 1.1 mHz, κ = 2π × 16 MHz and g0 = 2π × 120

Hz. They made homodyne measurements of the light at the output of the cavity, and used

optomechanically-induced correlations in the light to generate destructive interference be-

tween the imprecision and backaction noise at particular reference values of the homodyne

reference phase. As a result, they demonstrated position measurements 1 dB below the

SQL over several kHz of bandwidth. Also, using the sub-SQL measurement technique

from above, they achieve Sff = (11.2aN/Hz1/2)2.

In addition to the research on quantum-limited measurement imprecision, there has
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been much effort put forth toward cooling a macroscopic mechanical oscillator to its quan-

tum ground state. To date, several groups have cooled mechanical oscillators to the quan-

tum ground state (defined as having the average phonon occupation of the mechanical mode

nm ≈ kBT/~ωm < 1). In 2010, Cleland and colleagues were the first to demonstrate that

a mode of an individual, macroscopic mechanical oscillator was in its quantum ground

state [19]. Their system was placed in a dilution refrigerator, and consisted of a piezoelec-

tric cantilever coupled to a superconducting qubit. With ωm = 2π × 6 GHz, at the base

temperature of their dilution refrigerator they achieved nm ∼ 10−2. In 2011, Painter and

colleagues sideband cooled a nanomechanical oscillator to its quantum ground state [9]. In

their work, an optomechahnical crystal with ωm = 2π × 3.68 GHz, Γm = 2π × 35 kHz

and ωc = 2π × 195 THz was placed in a refrigerator at T = 20 K. The mechanical mode

was sideband cooled from nm ≈ 100 to nm = 0.85 ± 0.08. In 2015, Harris and col-

leagues sideband cooled a mechanical mode of a mm-scale silicon nitride membrane cou-

pled to a Fabry-Perot cavity to its quantum ground state [20]. In this work, ωm/2π = 705

kHz, Γm/2π ∼ 10−1 Hz and κ/2π = 165 kHz. The optomechanical system was placed

in a 3He cryostat, and the mechanical mode was sideband cooled from nm ≈ 104 to

nm = 0.84 ± 0.22. Cooling macroscopic mechanical oscillators to their quantum ground

state is interesting in its own right, but the ground state is also a useful starting point from

which to generate non-classical motion of a mechanical oscillator.

Significant theoretical and experimental efforts have been made towards the preparation

of non-classical mechanical motion in optomechanical systems [21]. One theoretical pro-

posal consists of preparing the optical cavity in a superposition of two Fock states, resulting

in radiation pressure driving a movable mirror to a superposition state of different oscilla-

tion amplitudes [22]. Another theoretical proposal utilizes the radiation pressure of a single

intra-cavity photon to prepare a mechanical oscillator in a superposition state of two oscil-

lation amplitudes [23]. In 2017, Aspelmeyer, Gröblacher and colleagues used an optome-

chanical crystal with g0/2π = 869 kHz, ωm/2π = 5.25 GHz, Γm/2π1.4 kHz and κ/2π =



CHAPTER 2. BACKGROUND AND MOTIVATION 15

846 MHz [24]. Their system operated at T = 35 mK in a dilution refrigerator, so when

the device was thermalized with the refrigerator, nm ∼ 10−1. The interaction Hamilto-

nian in equation 2.3 can be linearized when g0
√
ncirc � κ, which Aspelmeyer, Gröblacher

and colleagues ensured by exciting the optical mode with ∼ 10 fJ pulses (the low power

pulses are also necessary to limit the absorptive heating in their system). This linearization

gives two terms: Ĥdc = ~g0
√
ncirc

(
â†b̂† + âb̂

)
, which allows for the down-conversion

of a photon into a correlated photon-phonon pair, and Ĥswap = ~g0
√
ncirc

(
â†b̂+ âb̂†

)
,

which allows the state of the optical and mechanical modes to be swapped. They used the

down-conversation interaction to create correlated photon-pairs, and used a single photon

detector (SPD) at the output of the cavity to project the mechanical mode into a single-

phonon Fock state. They then used the state-swap interaction to swap the mechanical Fock

state onto the state of the optical mode, and detected the resulting photon. They measured

the light exiting the cavity with a Hanbury Brown and Twiss interferometer to measure the

mechanical mode’s second-order intensity correlation function g(2)(τ), where τ is the time

between subsequent detection events. Measurement of g(2)(0) < 1 is direct evidence of

the quantum nature of the mechanical mode; it implies sub-Poissonian phonon statistics (a

coherent state has g(2)(0) = 1 and Poissonian statistics, g(2)(0) = 2 for a thermal state),

and they measured g(2)(0) = 0.65. Experimental realization of such non-classical features

of mechanical motion – combined with measurement imprecision at or beyond the SQL –

may allow experimental study of exotic decoherence processes such as gravitational self-

interaction, in which gravity is postulated to induce the collapse of spatial superpositions

[25]. Although experimental tests of gravitational decoherence may be far from realization,

the field of quantum optomechanics continues to rapidly advance.

There has also been progress towards generating non-classical motion in electrical ana-

logues of optomechanical systems through coupling mechanical motion to superconducting

qubits. Last year, Lenhnert and colleagues at JILA demonstrated electromechanical cou-

pling between a Cooper pair box qubit (which behaves as a non-linear inductor) and the
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motion of a compliant capacitor plate [26]. In this work, a single phonon in the mechan-

ical mode dispersively couples to the qubit with transition frequency ωq/2π = 3.8 GHz

at the rate g0/2π = 0.52 MHz, which is 14% of the qubit linewidth κq/2π = 3.7 MHz.

As a result, they were able to detect the phonon distribution of the mechanical mode via

qubit spectroscopy and drive phonon number dependent sideband transitions that allow for

the generation of non-thermal states of mechanical motion. In parallel, Schoelkopf, Ra-

kich and colleagues, prepared Fock states of mechanical motion in a bulk acoustic-wave

resonator, and performed tomographic verification of the quantum motion of the mechan-

ical mode [27]. Here, mechanical modes with ωm/2π ∼ 1 MHz and Γm/2π ∼ 15 kHz,

coupled piezoelectrically to a superconducting transmon qubit with a rate g0/2π = 350

kHz. They made measurements of the qubit population after microwave pulse sequences

for Fock state generation, and then extracted from it the phonon populations. They then

made parity measurements of the phonon populations and used maximum likelihood esti-

mation to reconstruct the Wigner function. The Wigner function negativity they observed

is a clear signature of the quantum nature of the motion. Also in 2018, Cleland and col-

leagues demonstrated the preparation of Fock states of mechanical motion in a surface

acoustic wave resonator with ωm/2π ≈ 4 GHz and Γm/2π ≈ 7 MHz, coupled piezoelec-

trically to a superconducting qubit with a rate g0/2π = 7.3 MHz. They reconstructed the

Wigner function that described the mechanical motion and it showed negativity, verifying

the quantum nature of the mechanical motion.

However, devices in the optical domain have not gained access to qubit-like two level

systems to initialize quantum states of mechanical motion. Researchers who work with

these devices must instead rely on maximizing Cth by minimizing Γm, minimizing κ, and

increasing the loaded optomechanical coupling g = g0
√
ncirc. However, larger ncirc often

leads to heating in the system, which increases nth and tends to move the system away from

the quantum regime. As described in section 2.1.3, the unique properties of liquid helium

could allow for decreased κ and increased ncirc, and so could be an excellent material to
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use to construct an optomechanical system.

2.1.3 Superfluid Optomechanics

In this section we review the properties of liquid helium that make it especially well-

suited to use in quantum optomechanical devices. We also review work with superfluid

helium used as a mechanical element.

Optical loss in a material that is used to construct an optomechanical system will in-

crease κ and cause heating, thus decreasing Cth. Optical loss arises from absorption due

to electronic excitations in the host material, structural imperfections or chemical impuri-

ties. Optical absorption can be suppressed by using a material with a large bandgap, but

even for large bandgap materials structural and chemical impurities remain. Liquid helium

simultaneously combats each of these sources of optical loss. First, liquid helium has a

bandgap energy ≈19.8 eV, so it will not resonantly absorb infrared or visible light. Sec-

ond, liquid helium is (like any liquid) without structural imperfections. Third, at liquid

helium temperatures, any chemical impurities freeze to the walls of the container holding

the liquid.

Mechanical loss in a material that is used to construct an optomechanical system will

also decrease Cth. Mechanical loss arises from phonon radiation into the surroundings,

phonon absorption by chemical and structural impurities, mode conversion via mechanical

non-linearity in the material, and – in liquids – viscosity. Liquid helium addresses these

sources of mechanical loss in a number of ways. First, superfluid liquid helium has zero

viscosity. Second, it is chemically and structurally pure. Third, although its mechanical

non-linearity is significant, the resulting mechanical loss ∝ T 4, so it is rapidly suppressed

with decreasing temperature T . Fourth, the acoustic impedance mismatch between liquid

helium and its container will suppress the process of phonons radiating away.

Because a liquid can fill an optical cavity, the mechanical and optical modes can be

confined such that they have a high degree of spatial overlap, which increases their mutual
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interaction. As a result, it could be possible to have large g0,

To date, only a few research groups have used optomechanical systems that incorporate

superfluid helium. In 2014, De Lorenzo and Scwhwab at Caltech reported the first use of

superfluid helium as a mechanical element in an optomechanical system [28]. In their work,

they coupled the acoustic mode of superfluid 4He to an electromagnetic mode of a high

quality factor superconducting microwave cavity. The microwave resonance frequency was

modulated by the modulation of the liquid’s density, and the resulting modulation of the

permittivity inside the cavity. They observed Qmech ∼ 107, but very small g0 ∼ 10−8 Hz

between modes with ωc/2π = 10.6 GHz and ωm/2π = 12.2 kHz. The vibrational mode

frequencies of their microwave cavity were larger than ωc/2π, so the cavity’s motion was

in-phase with the liquid’s motion. As a result, the mechanical forces the cavity exterted on

the liquid did not damp the liquid’s motion. They also placed the microwave input couplers

and the helium fill line at the first radial mechanical node in the cavity, minimizing leakage

of the mechanical mode into the fill line. They observed an acoustic mode with Qmech ∼

108, limited by 3He impurities [29]. Interestingly, the most recent work from those authors

explores how such an optomechanical system could achieve strain sensitivities similar to

that of LIGO [30].

In 2015, John Davis’ group at the University of Alberta also reported experiments

which use superfluid helium as a nanomechanical resonator, in pursuit of studying quantum

nanofluidics [31]. They measured a Helmholtz resonator constructed from a borosillicate

channel through which the superfluid can flow, and part of which is contained between the

plates of a capacitor. As the superfluid flowed in and out of the capacitor, the permittiv-

ity of the capacitor changed, which allowed studies of superfluid motion in the nanoscale

channel. They demonstrated mechanical modes with Qmech ≈ 300. They drove the me-

chanical modes and studied the temperature dependence of Qmech, and found that larger

drive voltages led to decreased Qmech, likely due to the onset of quantum turbulence. In

further work using devices made from quartz (with better surface quality) they observed
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a mechanical mode with Qmech ∼ 106 [32]. In 2016, Warwick Bowen’s group at the

University of Queensland reported measurements of microtoroid optical resonators coated

with a thin superfluid 4He film. Waves in the film restored by the van der Waals force

– third sound – couple to the evanescent portions of the microtoroid’s optical whispering

gallery modes [33]. Here, ωc/2π ∼ 200 THz and κ/2π = 22.3 MHz. They used sen-

sitive homodyne detection to measure the thermal motion of the third sound modes with

Γmech ≈ 4 kHz and ωm/2π ∼ 500 kHz, and they demonstrated the ability to cool and heat

these modes primarily via photothermal coupling. In a 2019 paper published on arXiv,

the group demonstrated the ability to use their microtoroid resonators to create confined

clusters of superfluid vortices, and use the vortices’ coupling to the third sound modes to

study metastable states involving vortices orbiting the center of the resonator. The orbiting

vortices break a degeneracy between the mechanical modes, and generate a splitting that

can be measured via the mechanical modes’ detuning of the optical modes [34].

Lastly, in recent work from Jack Harris’ group at Yale, we demonstrated the coherent

coupling of an acoustic mode in superfluid liquid helium to an optical mode of a miniature

Fabry-Perot optical cavity [35, 36]. In this work, the coupling arises due to the acoustic

mode modulating the helium density, giving the effect of modulating the optical cavity

resonance frequency. Here, Qmech ≈ 6 × 104, ωm/2π ≈ 317 MHz, ωc/2π ∼ 200 THz,

κ/2π = 46 MHz and g0/2π = 3 kHz. We demonstrated the ability to cool the mechanical

mode to near its quantum ground state, nm ≈ 5 phonons, and directly detected quantum

features in its motion by studying correlations in the light at the output of the cavity [37].

Our group has also proposed the use of an isolated liquid helium drop as an optomechan-

ical system, in which optical whispering gallery modes of the drop couple to the drop’s

vibrations, possibly providing access to new regimes of optomechanics [38].
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2.1.4 Levitated Optomechanics

Mechanical oscillators must be supported against Earth’s gravity. They are typically

clamped to a structure that facilitates coupling the mechanical oscillator to a fixed cavity (or

other probes). This structure also forms a solid link between the mechanical oscillator and

its environment, which has three immediate consequences. First, the clamping introduces

mechanical loss by allowing mechanical energy to radiate out of the oscillator and into

the environment. Second, the form of the clamp may change the mechanical eigenmodes

of the oscillator in such a way that concentrates stress and increases loss from internal

friction. Third, the clamping allows the mechanical oscillator’s bulk to remain in thermal

equilibrium with its surroundings.

Removal of the clamp (i.e. by levitation of the mechanical oscillator) provides a solu-

tion to two of these consequences. First, mechanical energy cannot flow out of the oscillator

and into the environment. Second, the mechanical eigenmodes are not disturbed in such a

way that increases internal friction. However, because a levitated mechanical oscillator is

not in thermal contact with a refrigerator, it is potentially vulnerable to heating.

In current levitated optomechanics experiments, the mechanical mode of interest is

the levitated object’s center-of-mass motion. The most important parameters in levitated

optomechanics are the diameter of the mechanical oscillator d, its oscillation frequency ωm,

the damping rate of its motion Γm, the pressure P of the chamber in which it is levitated,

the motional temperatures {Tx, Ty, Tz}, and its bulk temperature Tbulk. Levitation of the

mechanical oscillator is currently achieved by several different means: optical tweezers,

radio frequency quadrupole traps and diamagnetic levitation [39].

In 2010, Geraci and colleagues at NIST Boulder proposed using an optically levitated

nanoscale silica sphere to measure forces between the sphere and another object at dis-

tances . 1 µm to search for non-Newtonian, gravity-like forces at small length scales [40].

However, it should be mentioned that in the pursuit of measuring forces at such small length

scales, the main challenge is usually removing other unwanted forces, such as electrostatic
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forces.

In further work, Geraci and colleagues trapped silica spheres with d ≈ 300 nm in an

optical lattice formed by two counter-propagating laser beams with total power PL ∼ 2

W and beam waist radius w ≈ 8 µm, and demonstrated force sensitivity Sff = (1.63 ±

0.37aN/Hz1/2)2 [41]. The particles were loaded into the optical lattice by first applying

them to a cantilever, then driving cantilever motion to eject the spheres from the surface

and into the three-dimensional trap at P ∼ 10 mbar. After evacuating to P ∼ 1 mbar, they

measured {ω(x)
m /2π, ω

(y)
m /2π, ω

(z)
m /2π} = {2.8 kHz, 3.4 kHz, 7.3 kHz}, with Γm/2π = 1.4

kHz. After evacuating to P ∼ 10−6 mbar, and applying feedback damping (forces propor-

tional to the particle’s velocity), they cooled the three center of mass modes to {Tx, Ty, Tz}

to {460 mK, 610 mK, 8 K}. They studied the trap instabilities and found that at P ∼ 10−2

mbar, feedback cooling was necessary to have the sphere remain trapped as the chamber

was evacuated. They also reported an exponential reduction in the trap lifetime with laser

power, which was unexpected. While the exact mechanism that caused this behavior is

unknown, they noted that it could be due to optical absorption. From the optical absorp-

tion, they estimated the bulk temperature 600 K . Tbulk . 1, 000 K, which could cause

annealing, glass-crystalline phase transition or evaporation of the particle. Such changes

could cause a change in density, size or refractive index of the particle, which would lead

to the particle receiving a sudden kick.

In 2014, Gratta and colleagues at Stanford used an optical tweezer with PL ≈ 300

mW to trap silica spheres with with d ≈ 5 µm at P ∼ 10−7 mbar [42]. They also

demonstrated the capacity to resolve tiny forces, with a reported force sensitivity Sff =

5 × 10−17N/Hz1/2. They cooled the motion of the sphere to {Tx, Ty, Tz} ∼ 10 mK using

feedback cooling. Though their system was originally intended for testing gravity at small

length scales, they instead conducted a direct search for millicharged particles. These are

fractionally charged (ηe, where e is the electron charge) predicted by some dark matter

models that include interactions with baryonic matter. As a result, they needed to take care
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in understanding at what level their spheres were neutral (in the absence of millicharged

particles). They found that after loading the trap with particles (using the same method de-

scribed above) the spheres typically had charge q ∼ 102−103e. To remove this charge, they

illuminated the spheres with ultraviolet light from a fiber-coupled xenon flash lamp, which

provided photoelectric ejection of electrons from the spheres and completely removed the

surplus electrons. Next, they applied an oscillating 500 V across electrodes separated by 1

mm, between which the sphere was trapped. They searched for oscillations of the trapped

sphere due to this voltage by studying the center of motion of nominally neutral spheres.

They placed an upper bound on the abundance of millicharged particles per nucleon of

< 2.5× 10−14 for η ∼ 10−1 − 10−5. In 2016, Gratta and colleagues proposed using these

levitated silica spheres to search for exotic new forces associated with dark energy [43].

In 2017, Moore and colleagues at Yale demonstrated a levitated silica sphere system with

acceleration sensitivity Saa ∼ (1µg/Hz1/2)2 [44].

Alongside the effort to study foundational physics in levitated systems, a large amount

of important work has been done with the goal of pushing levitated optomechanical systems

into the quantum regime. Goals in the field of levitated optomechanics include cooling the

center-of-mass motion of a levitated object into its quantum ground state, and initializing

non-classical states of motion (for example, a quantum superposition). However, ground

state cooling may be difficult to achieve due to blackbody emission from silica spheres

with high Tbulk. Furthermore, such emission would cause recoil noise in the position of the

levitated object, placing a limit on the smallest resolvable displacement.

In 2015, the Barker group at University College London demonstrated the cooling of a

charged silica sphere with q ∼ e confined within a Paul trap and interacting with a Fabry-

Perot cavity [45]. The trapped sphere had d ≈ 400 nm and ωm/2π ≈ 18 kHz, and the

cavity had κ ≈ 270 kHz. They cooled the motion of the sphere to 10 K at P ∼ 10−4 mbar.

In further work, they demonstrated the levitation of crystalline ytterbium-doped yttrium

lithium fluoride (Yb:YLF), which is able to cool its bulk temperature when exposed to
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laser light [46]. They showed that Yb:YLF nanocrystals in an optical dipole trap with

PL ≈ 200 mW could reach Tbulk ≈ 130 K through anti-Stokes scattering of the trap light

at P ∼ 10 mbar. The crystals were asymmetric and birefringent, so when exposed to

linearly polarized light they underwent pendulum-like motion at ωm/2π ≈ 24 kHz, and

when exposed to circularly polarized light they rotated at ωm/2π ≈ 52 kHz, both with

Γm/2π ≈ 15 kHz.

In 2017, the Vamivakas group at the University of Rochester demonstrated coher-

ent control of the spin of a nitrogen-vacancy (NV) center in optically levitated nanodia-

monds [47]. The nanodiamonds had d ≈ 40 nm, ωm ≈ 100 kHz and were trapped with

an optical tweezer with PL ≈ 200 mW at P ≈ 25 mbar. The NV spin was initialized

by a 1 µs pulse from a λ = 532 nm beam, then rotated by a microwave pulse, before a

final 1 µs pulse from the λ = 532 nm beam converted the spin state into photolumines-

cence that could be measured. They measured oscillations in the photoluminescence with

increasing microwave pulse length, and used this data to extract the spin dephasing time

T2 = 109.6±5.5 ns. Their works provides a platform to couple spin to mechanical motion,

and to potentially use this interaction to initialize quantum states of motion.

In 2018, the Novotny group at ETH Zurich reported free fall experiments with silica

spheres with d = 60 nm at P ∼ 10−5 mbar [48]. They first trapped the spheres with PL =

140 mW, which gave {ω(x)
m /2π, ω

(y)
m /2π, ω

(z)
m /2π} = {195 kHz, 160 kHz, 60 kHz}. They

used feedback to cool the sphere to motional temperatures {Tx, Ty} = {63, 47} mK before

dropping it, quickly recapturing it, and measuring the kinetic energy it acquired during

its gravitational acceleration. They extracted a force Fy = 21 ± 4 aN, which, with their

particle of mass m = 2.0±0.7 fg, implied a gravitational acceleration g = 10.4±1.8 m/s2

that agrees with the known value. This is an important result because the measured force is

static. In contrast, other experiments measure oscillating forces at mechanical resonance, so

their sensitivity is enhanced by a factor of Qmech. In addition, the demonstration of rapidly

repeated free fall experiments marks an important step toward matter wave interferometry
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experiments with macroscopic objects [49]. This is because there is no physical contact

between the sphere and its environment, and thus the decoherence of a quantum state of

motion is limited, and because rapid time-of-flight measurements of the position of a sphere

after its initialization into a quantum state of motion would allow one to reconstruct the

Wigner function.

In 2018, the D’Urso group at Montana State University reported measurements of a

magnetically levitated micron-scale silica sphere at P ∼ 10−10 Torr [50]. In this work, they

circumvented the heating associated with optical traps by using a DC magnetic quadrupole

trap to balance the sphere against gravity, owing to its diamagnetic response. They mea-

sured {ω(x)
m /2π, ω

(y)
m /2π, ω

(z)
m /2π} = {59.6 Hz, 96.9 Hz, 7.01 Hz}. Like the other experi-

ments, they implemented feedback cooling and cooled the sphere’s center of mass degrees

of freedom to {Ty, Tz} = {1.2 mK, 0.6 mK}, with {Γy/2π,Γz/2π} = {7.0 Hz, 1.5 Hz}.

They noted that, sometimes, they weakly cooled the motion in the x-direction, but they

did not calibrate the motion, so they could not provide Tx. They mentioned that such a

system with a levitated superconductor would have much lower thermal occupation of its

motion (the trap would be much more tightly confining because its magnetic susceptibility

would be much larger), which, with their ultra-high vacuum capability and zero optical

absorption, may place their system well on its way to the quantum regime.

Finally, the Aspelmeyer group at the University of Vienna recently reported measure-

ments of a silica sphere with d ≈ 150 nm, trapped in an optical tweezer with PL = 170 mW

and {ω(x)
m /2π, ω

(y)
m /2π, ω

(z)
m /2π} = {190 kHz, 170 kHz, 90 kHz} at P ∼ 10−2 mbar [51].

The motion of the sphere was cooled to {Tx, Ty, Tz} ∼ 1 K by scattering photons into

a mode of an optical cavity with κ/2π = 193 kHz. They were able to measure loaded

optomechanical couplings gx/2π = 60 kHz and gz/2π = 120 kHz. Given the sideband

resolution in this experiment, and the large optomechanical coupling, they could immedi-

ately sideband-cool the center-of-mass motion of the sphere to its quantum ground state if

they could operate at the lowest operating pressures shown in other levitated optomechan-
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ics experiments. At lower pressures, increasing the laser power may increase the coherent

scattering into the cavity mode, so as to enable even larger loaded coupling rates to the

cavity. This may pave a path toward the “ultra-strong” coupling regime where the loaded

coupling rate exceeds both mechanical frequency and cavity decay rate, and quantum ef-

fects dominate in the interaction between the light and the mechanical motion.

2.2 High-Finesse Optical Resonators

An optical resonator can be made from low loss materials arranged into a geometry that

confines the electromagnetic field. Such a resonator will host a number of modes, each

of which can be approximately represented as an independent harmonic oscillator. The

accuracy of this approximation increases as the mode loss decreases, or, equivalently, as

the mode finesse increases.

The finesse F of a mode is defined as the free spectral range ∆ωFSR (the frequency

spacing between the confined modes) divided by the full-width-half-max bandwidth κ of

the modes, and it is an important figure of merit for a resonator. A useful physical definition

of the finesse is the average number of round-trips a photon would traverse in the resonator

before being lost.

In practice, the finesse is limited by losses arising from light scattering out of the res-

onator or being absorbed by it. If a fraction % of the optical power in the resonator remains

in the resonator after one round-trip, the round-trip loss is ϕ = 1 − %. The finesse is then

given by

F ≈ 2π

ϕ
, (2.10)

which is an excellent approximation when ϕ � 1 (low loss). The finesse is related to the

mode quality factor such that Qopt = (ωc/∆ωFSR)F .

In experiments in which optical resonators are coupled to other systems (e.g. an atom,

or a mechanical oscillator), it is often useful to not only have a large finesse, but also to
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have a small mode volume, which increases the interaction strength between the optical

mode and the other system.

High finesse optical resonators can be operated as optical interferometers that are sen-

sitive to phase variations of the light. In optomechanics, where the phase of light leaving

the optical resonator is sensitive to the motion of a mechanical oscillator, its often useful

to have larger finesse because the light will pick up more phase variation for a given oscil-

lator displacement, and thus it can allow for more sensitive measurement of a mechanical

oscillator.

There are several types of optical resonators, each having strengths and weaknesses for

various applications. In the next section, I will review the main types of optical resonators,

with a special emphasis placed on whispering gallery mode resonators.

2.2.1 Fabry-Perot Resonators

In 1899, Fabry and Pérot invented an optical resonator consisting of two parallel re-

flecting surfaces that are separated by some distance. In the first paragraph of section 2.1.2,

I describe the properties of this resonator – see figure 2.1. Since its creation, the Fabry-

Pérot interferometer has been used to build: optical wavemeters, optical spectrum analyz-

ers, laser resonators, dichroic filters and wave division multitplexers for telecommunica-

tions [52, 53, 54, 55, 56]. Furthermore, these resonators have been useful for terrestrial

and non-terrestrial atomic spectroscopy and metrology, as well as for measuring gravita-

tional waves [57, 58, 59, 15]. Also, as I describe in section 2.1.2, these resonators have

been highly successful at optically probing mechanical systems and studying the quantum

mechanics of light-matter interactions in optomechanical systems.

The maximum finesse of Fabry-Pérot a resonator is limited by loss in the mirror coat-

ings. It seems that the highest reported finesse of an optical Fabry-Pérot resonator is

1.9× 106 [60].
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2.2.2 Photonic Crystal Resonators

In a crystal, the periodicity of the lattice restricts the motion of electrons such that

the electrons experience bands of allowed and forbidden energies. The bands of forbidden

energies are known as bandgaps. In direct analogy with an electron in the periodic potential

of a crystal lattice, light confined in a dielectric material with periodic regions of low and

high refractive index is subjected to allowed and forbidden frequencies, and thus a photonic

band gap exists; a structure that exhibits this property is called a photonic crystal. Although

it is not often spoken about in this manner, the well-known Bragg mirror, first studied by

Lord Rayleigh in 1888, is an example of a one-dimensional photonic crystal.

Photonic crystals are typically fabricated in a photonic crystal slab geometry. This

geometry uses a periodic arrangement of holes in a thin (thickness t ≤ λ, where λ is

the wavelength of the light) material. The holes provide the necessary periodic index of

refraction to realize a photonic crystal (PhC) [61]. Intentionally placed “defects” in the

hole locations can form a region in which light is strongly confined to a volume ∼ λ3.

Houdre and colleagues at EPFL fabricated a PhC slab using silicon with index of refraction

n = 3.46 and thickness t = 220 nm, and on the slab they patterned holes with diameter

d = 0.5a and lattice constant a = 435 nm. However, in the fabrication they slightly

displaced the holes of one intersecting row and column, which provided a region where

light with λ = 1.59 µm, could be confined. The confinement region was centered at the

intersection of the row and column, and the mode intensity rapidly decreased over just a

few lattice constants away from the intersection. They measured a confined optical mode

with Qopt = 4× 105 and mode volume V = 0.34(λ/n)3. Painter and colleagues at Caltech

fabricated a 2D PhC cavity by implementing defects in the hole pattern an demonstrated a

resonance with λ ∼ 1.5 µm, Qopt = 1.2 × 106 and V = 0.04λ3, which seems to be the

largest Qopt demonstrated in the literature among PhC cavities [62].

The loss in PhC cavities is typically limited by impurities in the material used to con-

struct the cavity (or on its surface), or by fabrication errors in the holes’ size, shape and
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position. While PhC cavities serve as high quality optical resonators, a large part of the

utility of PhC cavities is their small mode volumes. To date, the compact nature of high

quality factor photonic crystal resonators, and the strong light-matter interactions afforded

to them due to the small electromagnetic mode volume, has resulted in several important

technical and scientific applications, such as low threshold lasing, ultra-small filters and

quantum optomechanics [63, 64, 9, 65, 66, 37].

2.2.3 Whispering Gallery Mode Resonators

In the late 1870’s, Lord Rayleigh observed that whispers initiated at the periphery of

the dome of St Paul’s Cathedral could be heard across the dome, but only along the pe-

riphery; if the listener moved closer to the center of the dome, the whispers could not be

heard [67]. In Lord Rayleigh’s example, the whispering gallery phenomenon was caused

by the smooth, curved dome walls guiding the acoustic waves around the periphery of the

room with minimal scattering of the acoustic wave toward the center of the dome. Such

whispering gallery modes exist (WGMs) for electromagnetic waves confined within curved

dielectrics, and have, for example, been observed in micron-scale glass spheres and tori,

calcium fluoride crystals and liquid drops [68, 69, 70, 71, 72]. In silica spheres and liq-

uid drop resonators, F & 106 has been observed, whereas in calcium fluoride resonators

F ∼ 107 has been observed. Thus far, optical whispering gallery mode resonators have

been especially useful for applications in sensing, lasing, and frequency comb generation.

Whispering Gallery Modes: The Ray-Optical Picture

To understand the origin of whispering gallery modes, we can begin with a ray-optics

picture. In such a picture, the light rays are nearly perfectly confined within the periphery

of the dielectric resonator via total internal reflection. However, the total internal reflection

(TIR) is imperfect because rays with a given k may meet the criteria for TIR at some

locations on the dielectric, but not others, and thus optical modes in whispering gallery
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Figure 2.2: Light rays traveling in a medium with index of refraction n1, which strike a
flat interface with another medium with index of refraction n0. When n1 > n0, the light
will undergo total internal reflection if the light strikes the interface at an angle θ > θc =
sin−1(n0/n1). Otherwise, the light ray will be partially transmitted across the interface.

resonators are inherently lossy. One may expect that this loss decreases for larger spheres,

as the surface appears flatter, in which case rays with a given k can satisfy TIR over a wider

area on the sphere. The fact that there are no true bound states of light in whispering gallery

mode resonators means that even with idealized material properties, these modes undergo

leakage.

More quantitatively, we note that when a plane wave of light traveling in a medium

with index of refraction n1 approaches a flat interface with a second medium with index

of refraction n0, total internal reflection (TIR) will occur if the angle of incidence relative

to the normal to the interface θ > θc = sin−1(n0/n1). For light approaching flat surfaces

this reflection is perfect. Figure 2.2 provides an illustration of rays with various values of

θ approaching the interface. However, when light approaches a curved interface between

the two media, electromagnetic field leakage can occur across the interface. Although the

curved interface seems locally flat, the plane wave of light is actually composed of rays that
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Figure 2.3: Ray-optical picture of total internal reflection at a curved dielectric interface.
Light rays traveling in a medium with index of refraction n1 strike a curved interface with
radius of curvatureR0 between the n1 medium and another medium with index of refraction
n0. Each light ray is understood to represent one portion of a plane wave, which has infinite
transverse extent. Consequently, a plane wave can be thought of as having many angles of
incidence θi with respect to the interface, and so it cannot be perfectly reflected.

spread over an infinite extent in the transverse directions, and these will have many different

angles of incidence to the interface, as shown in figure 2.3. Thus, a convex dielectric can

support highly confined modes of the electromagnetic field, provided the radius of the

dielectric is sufficiently large that a large number of optical rays undergo TIR. As shown

below in a more quantitative treatment, the active figure of merit for determining WGM

loss is the ratio of the resonator’s radius of curvature to the wavelength of the light.

Whispering Gallery Modes: Exact Theory

In order to determine the electromagnetic fields and the resonant WGM frequencies

inside a dielectric, one can solve Maxwell’s equations. For a source-free region, with linear
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electric and magnetic susceptibility we can write

∇× E = −iωµH (2.11)

∇×H = −iωεE (2.12)

where I have assumed a time dependence of e−iωt.

In the following derivation, I follow reference [73] closely and solve Maxwell’s equa-

tions in a generalized orthogonal coordinate system, before switching to spherical coordi-

nates to find the radial and angular electromagnetic field components.

Consider the position vector r = xx̂ + yŷ + zẑ in Cartesian coordinates that points

from the origin to the point (x, y, z) = (x1, x2, x3). The same point can be identified with

orthogonal curvilinear coordinates (u1, u1, u3) by scaling them with the factors (also known

as Lamé coefficients) {h1, h2, h3}. The scale factors are given by

hi =

∣∣∣∣ ∂r

∂ui

∣∣∣∣ =

( 3∑
k=1

∂xk
∂ui

)1/2

(2.13)

Then, in terms of (u1, u2, u3), the electric and magnetic fields can be written as E = E1û1+

E2û2 + E3û3, H = H1û1 + H2û2 + H3û3, respectively. The six differential equations

represented by equations 2.11 and 2.12 can be written as

∂(h3E3)

∂u2

− ∂(h2E2)

∂u3

= −iωµh2h3H1 (2.14)

∂(h1E1)

∂u3

− ∂(h3E3)

∂u1

= −iωµh3h1H2 (2.15)

∂(h2E2)

∂u1

− ∂(h1E1)

∂u2

= −iωµh1h2H3 (2.16)

∂(h3H3)

∂u2

− ∂(h2H2)

∂u3

= iωεh2h3E1 (2.17)
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∂(h1H1)

∂u3

− ∂(h3H3)

∂u1

= iωεh3h1E2 (2.18)

∂(h2H2)

∂u1

− ∂(h1H1)

∂u3

= iωεh1h2E3 (2.19)

If the scale factors h1, h2, h3 satisfy the conditions

h3 = 1 (2.20)

∂

∂u3

(
h1

h2

)
= 0 (2.21)

then two scalar functions U and V , known as Borgnis potentials (also known as Debye

potentials) can be found such that E3 is a function of U only, and H3 is a function of V

only [74, 73]. Borgnis potentials are useful because they provide a convenient method to

solve the vector Helmhotz equation. In terms of the Borgnis potentials and wavenumber

k = ω/c, the fields can be expressed as

E1 =
1

h1

∂2U

∂u3∂u1

− iωµ 1

h2

∂V

∂u2

(2.22)

E2 =
1

h2

∂2U

∂u2∂u3

+ iωµ
1

h1

∂V

∂u1

(2.23)

E3 =
∂2U

∂u3
2

+ k2U (2.24)

H1 =
1

h1

∂2V

∂u3u1

+ iωε
1

h2

∂U

∂u2

(2.25)

H2 =
1

h2

∂2V

∂u2u3

− iωε 1

h1

∂U

∂u1

(2.26)

H3 =
∂2V

∂u3
2

+ k2V (2.27)

The functions U and V satisfy

1

h1h2

[
∂

∂u1

(
h2

h1

∂

∂u1

)
+

∂

∂u2

(
h1

h2

∂

∂u2

)]
U +

∂2U

∂u3
2

+ k2U = 0 (2.28)
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1

h1h2

[
∂

∂u1

(
h2

h1

∂

∂u1

)
+

∂

∂u2

(
h1

h2

∂

∂u2

)]
V +

∂2V

∂u3
2

+ k2V = 0 (2.29)

Note that equation 2.28 and equation 2.29 are nearly the Helmholtz Equation.

Since we are interested in finding the modes of a spherical (or nearly spherical) dielec-

tric body, spherical polar coordinates will be a useful orthogonal coordinate system, and

thus we take u1 → θ, u2 → φ, u3 → r.

Then the associated scale factors are

hθ =

∣∣∣∣∂~r∂θ
∣∣∣∣ =

√
r2 cos2 θ cos2 φ+ r2 cos2 θ sin2 φ+ r2 sin2 θ = r (2.30)

hφ =

∣∣∣∣ ∂~r∂φ
∣∣∣∣ =

√
r2 sin2 θ sin2 φ+ r2 sin2 θ cos2 φ = r sin θ (2.31)

hr =

∣∣∣∣∂~r∂r
∣∣∣∣ =

√
sin2 θ cos2 φ+ sin2 θ sin2 φ+ cos2 θ = 1 (2.32)

where ~r = r sin θ cosφx̂+ r sin θ sinφŷ + r cos θẑ in Cartesian coordinates. Applying the

coordinates u1 → θ, u2 → φ, u3 → r with scale factors hθ, hφ, hr to equation 2.28 and

equation 2.29 yields

1

r2 sin θ

[
∂

∂θ

(
sin θ

∂

∂θ

)
+

∂

∂φ

(
1

sin θ

∂

∂φ

)]
U +

∂2U

∂r2
+ k2U = 0 (2.33)

1

r2 sin θ

[
∂

∂θ

(
sin θ

∂

∂θ

)
+

∂

∂φ

(
1

sin θ

∂

∂φ

)]
V +

∂2V

∂r2
+ k2V = 0 (2.34)

Equation 2.33 and equation 2.34 are not scalar Helmholtz equations because the r-derivative

terms are not scaled correctly. As such, these equations are separable, but difficult to solve.

However, a simple substitution can be used to find analytic solutions for U and V .

Defining U = krF , substitution into equation 2.33 yields

1

r2 sin θ

[
∂

∂θ

(
sin θ

∂F

∂θ

)
+

1

r2 sin2 θ

∂2F

∂φ2
+

1

r2

∂

∂r

(
r2∂F

∂r

)
+ k2F = 0 (2.35)
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Note that the substitution V = krF yields the same result for equation 2.34. Now assume

F = R(r)Θ(θ)Φ(φ). Multiplying equation 2.35 by r2 sin θ and dividing by F yields

sin

Θ

d

dθ

(
sin θ

dΘ

dθ

)
+

1

Φ

d2Φ

dφ2
+

sin2 θ

R

d

dr

(
r2 dR

dr

)
+ k2r2 sin2 θ = 0 (2.36)

Equation 2.36 can only be satisfied if each of the four terms are equal to constants; this

equation can now be separated into three parts to be solved individually. Due to its sim-

plicity, we start with the equation for Φ:

1

Φ

d2Φ

dφ2
= −m2 =⇒ Φ(φ) = Ame

imφ +Bme
−imφ (2.37)

Equation 2.36 becomes

sin θ

Θ

d

dθ

(
sin θ

dΘ

dθ

)
−m2 +

sin2 θ

R

d

dr

(
r2 dR

dr

)
+ k2r2 sin2 θ = 0 (2.38)

Dividing equation 2.38 by sin θ yields

1

Θ sin θ

d

dθ

(
sin θ

dΘ

dθ

)
− m2

sin2 θ
+

1

R

d

dr

(
r2 dR

dr

)
+ k2r2 = 0 (2.39)

The r-terms and the θ-terms must be constants of opposite sign which sum to zero. As-

suming the absolute value of the constant is `(`+ 1), the equations for R and Θ are

1

R

d

dr

(
r2 dR

dr

)
+ k2r2 = `(`+ 1) (2.40)

1

Θ sin θ

d

dθ

(
sin θ

dΘ

dθ

)
− m2

sin2 θ
= −`(`+ 1) (2.41)

The equation for Θ is the associated Legendre equation, a generalization of the Legendre



CHAPTER 2. BACKGROUND AND MOTIVATION 35

equation. The solution is

Θ(θ) = C`mP
m
` (cos θ) +D`mQ

m
` (cos θ) (2.42)

where the Pm
` are called Legendre polynomials of the first kind and the Qm

` are called

Legendre polynomials of the second kind.

Substitutions must be made in order to solve the equation for R. Let R = f/
√
kr and

r = u/k (this u has no connection to the orthogonal coordinates in the beginning of this

document). Equation 2.40 becomes

u
d

du

(
u

df

du

)
+

[
u2 −

(
`+

1

2

)2]
f = 0 (2.43)

which is Bessel’s equation with solution

f(u) = αq`mJ`+ 1
2
(u) + βq`mN`+ 1

2
(u)

= αq`mH
(1)

`+ 1
2

(u) + βq`mH
(2)

`+ 1
2

(u)
(2.44)

where J`+ 1
2
(u) is a Bessel Function of the first kind, N`+ 1

2
(u) is a Bessel Function of the

second kind (also known as the Neumann function), H(1)

`+ 1
2

(u) = J`+ 1
2
(u) + iN`+ 1

2
(u) is a

Hankel function of the first kind and H(2)

`+ 1
2

(u) = J`+ 1
2
(u)− iN`+ 1

2
(u) is a Hankel function

of the second kind. A solution for R(r) can now be determined

R(r) = αq`m
J`+ 1

2
(kr)

√
kr

+ βq`m
N`+ 1

2
(kr)

√
kr

= αq`m
H

(1)

`+ 1
2

(kr)
√
kr

+ βq`m
H

(2)

`+ 1
2

(kr)
√
kr

(2.45)

For now, I will suppress the fact that the wavenumber k = kq`m. The index q tracks the

number of nodes in the radial component of the electric field. I will elaborate on k = kq`m

in section 2.2.4.
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Recalling the relationship U = krF , a solution for U (or, equivalently, V ) is given by

U =
(
αq`m
√
krH

(1)

`+ 1
2

(kr) + βq`m
√
krH

(2)

`+ 1
2

(kr)
)

×
(
C`mP

m
` (cos θ) +D`mQ

m
` (cos θ)

)(
Ame

imφ +Bme
−imφ

)
(2.46)

In order to make U (or V ) a Borgnis potential whose derivatives provide an appropriate

representation of the fields inside the dielectric sphere, some coefficients should be set to

zero. In general, the spatial distribution of the field in the dielectric sphere contains θ = 0

and θ = π. However, at θ = 0, π the associated Legendre polynomial of the second kind,

Qm
` (cos θ) diverges so we take D`m = 0. Furthermore, the origin of the spherical polar

coordinate system is at the center of the dielectric sphere, so the fields cannot diverge at

r = 0. As a result, since N`+ 1
2
(kr) has divergent behavior at the origin, we set βq`m = 0,

so the radial dependence inside the sphere is described by J`+ 1
2
(kr).

Next, we apply the general solutions for U and V to the case of a dielectric sphere of

radius a. For r < a, the index of refraction is n1 =
√
εrµr and in what follows we will

assume µr = 1. For r > a, we have vacuum so n0 = 1.

Inside the sphere, one can use the following as a solution for V

V (in) = A
(in)
q`m

√
k(in)rJ`+ 1

2
(k(in)r)Pm

` (cos θ)e−imφ

= A
(in)
q`m

√
k(in)rJ`+ 1

2
(k(in)r)Y m

` (θ, φ)

(2.47)

where Y m
` (θ, φ) are spherical harmonics, k(in) = n1k0 and k0 is the wavenumber in vac-

uum. On the other hand, outside of the dielectric sphere (r > a), V takes the following

form

V (out) = A
(out)
q`m

√
k0rH

(1)

`+ 1
2

(k0r)Y
m
` (θ, φ) (2.48)

As I explicitly show in section 2.2.4, in the limit r → ∞, R(r) ∼ sin(k0r)/
√
k0r, which

corresponds to radiation outwards from the sphere and is in agreement with the asymptotic
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behavior of H(1)

`+ 1
2

(k0r) for r → ∞. However, for r → ∞, H(2)

`+ 1
2

(k0r) is asymptotic to a

waveform which radiates inwards, toward the sphere, which should not occur for a resonant

mode. As a result, we take βq`m → 0 outside the dielectric sphere. Note that U takes the

same form as V inside and outside of the dielectric sphere.

The boundary conditions between the two regions are usually given in terms of the

fields H and E, rather than U and V . For a sphere with radius a the boundary conditions

are

B
(in)
⊥ |r=a = B

(out)
⊥ |r=a (2.49)

D
(in)
⊥ |r=a = D

(out)
⊥ |r=a (2.50)

E
(in)
‖ |r=a = E

(out)
‖ |r=a (2.51)

H
(in)
‖ |r=a = H

(out)
‖ |r=a (2.52)

Solving these boundary value problems allows us to find the vacuum wavenumber k0 asso-

ciated with these modes, and hence the corresponding angular frequency ω = ck0.

TE Modes

We can satisfy the boundary conditions in two ways. In the first, we take Er = 0, Hr 6=

0 (this corresponds to transverse electric (TE) modes). For these modes, U = 0, V 6= 0.

Using equations 2.22-2.27

Eθ = iωµ
1

r sin θ

∂V

∂ϕ
(2.53)

Eφ = iωµ
1

r

∂V

∂θ
(2.54)

Er = 0 (2.55)

The radial component of the auxiliary field must satisfy equation 2.27.

Hr =
∂2V

∂r2
+ k2V (2.56)
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Using equation 2.34,

Hr =
1

r2 sin θ

[
∂

∂θ

(
sin θ

∂

∂θ

)
+

∂

∂φ

(
1

sin θ

∂

∂φ

)]
V (2.57)

Maxwell’s equations applied to the boundary between a dielectric sphere and its surround-

ing require that the perpendicular component of the magnetic induction B must be con-

tinuous across the boundary (r = a). Substituting V into equation 2.57 and applying the

condition µrH
(in)
r = H

(out)
r (this is the auxiliary field, H, not a Hankel function) at the

boundary r = a yields

µr

√
n1k0aJ`+ 1

2
(n1k0a) = B

(out)
q`m

√
k0aH

(1)

`+ 1
2

(k0a) (2.58)

Both Eθ and Eφ and their derivatives must be continuous across the boundary r = a,

but both components are parallel to the interface so each component provides the same

boundary condition information as the other. In order to achieve our goal of finding values

of k0 that satisfy equation 2.58, it suffices to write the boundary condition equation for

eitherEθ orEφ. In combination with the boundary condition equation 2.58, we will be able

to cancel the amplitude B(out), and derive an equation with only k0 unknown. Matching

the spatial derivative of Eθ across the boundary r = a yields

[√
n1k0aJ`+ 1

2
(n1k0a)

]′
= B

(out)
q`m

[√
k0aH

(1)

`+ 1
2

(k0a)
]′ (2.59)

where the prime denotes differentiation with respect to argument of the Bessel or Hankel

functions (k0a or ka). Dividing equation 2.58 by equation 2.59 removes B(out)
q`m and yields

the following characteristic equation that defines the allowed values of k0, and thus the

electromagnetic mode frequencies

[√
n1k0aJ`+ 1

2
(n1k0a)

]′
√
n1k0aJ`+ 1

2
(n1k0a)

=

√
µr

εr

[√
k0aH

(1)

`+ 1
2

(k0a)
]′

√
k0aH

(1)

`+ 1
2

(k0a)
(2.60)
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There are countably infinitely many k0 that satisfy this equation, and they are indexed by q,

where q − 1 is the number of zeros of the Bessel functions occurring for r < a. Thus, one

must specify q when identifying values of the wave number that satisfy equation 2.60. For

each value of q, there are two additional indices: ` ∈ N (including 0) and m ∈ Z, where

|m| ≤ `. Consequently, for each q there are 2(` + 1) degenerate modes with wavenumber

k0.

It is also important to note that in this derivation, U , V , E, H and k0 are complex-

valued, which is unphysical because the electromagnetic fields and the wavenumber are

real-valued in nature. Moreover, as derived above, the spectrum of k0 ∈ C is discrete. This

is also unphysical, as in actuality, electromagnetic radiation with any k0 ∈ R can occupy

the space in and around the dielectric sphere. However, not all electromagnetic waves with

k0 ∈ R are guaranteed to have significant amplitude within the sphere. Only a smaller set

of electromagnetic modes with ` ∼ k0a and small q have large amplitudes in the dielectric

sphere; these correspond to the “nearly bound” modes of the sphere. We restricted our

solution to these modes (described phenomenologically by k0 ∈ C) by setting βq`m = 0

outside the sphere. Solving equation 2.60 over the complex numbers is equivalent to finding

the poles of the scattering matrix.

If we define

Qopt =
Re[k0]

Im[k0]
(2.61)

then whenQopt � 1, Re[k0] is understood to give the frequency of oscillations of a (nearly)

bound mode, while Im[k0] can be understood to give the mode’s decay rate [74].

TM modes

Following the same steps for Hr = 0, Er 6= 0, (corresponding to the transverse mag-

netic (TM) modes) we have U 6= 0, V = 0. Using equations 2.22-2.27

Hθ = iωε
1

r sin θ

∂U

∂ϕ
(2.62)
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Hφ = iωε
1

r

∂U

∂θ
(2.63)

Hr = 0 (2.64)

Similar to the derivation of TE modes, inside the sphere,

U (in) = A
(in)
q`m

√
k(in)rJ`+ 1

2
(k(in)r)Y m

` (θ, φ) (2.65)

while outside the sphere U is given by

U (out) = A
(out)
q`m

√
k0rH

(1)

`+ 1
2

(k0r)Y
m
` (θ, φ) (2.66)

The radial component of the electric field must satisfy equation 2.24.

Er =
∂2U

∂r2
+ k2U (2.67)

Using equation 2.33,

Er =
1

r2 sin θ

[
∂

∂θ

(
sin θ

∂

∂θ

)
+

∂

∂φ

(
1

sin θ

∂

∂φ

)]
U (2.68)

Similar to the case for TE modes, Maxwell’s equations applied to a boundary between

a dielectric sphere and its surroundings require that the perpendicular component of the

electric displacement D must be continuous across the boundary. Substituting the expres-

sions for U inside and outside of the sphere into equation 2.68 and applying the condition

εrE
(in)
r = E

(out)
r at the boundary (r = a) yields

εr
√
n1k0aJ`+ 1

2
(n1k0a) = A

(out)
q`m

√
k0aH

(1)

`+ 1
2

(k0a) (2.69)

Furthermore, both Hθ and Hφ and their derivatives must be continuous across the

boundary r = a in the absence of surface charge on the dielectric sphere. For the reason-
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ing provided in the TE modes section, only the boundary equation for Hθ will be written

explicitly. Matching the derivative of Hθ across the boundary r = a yields

[√
n1k0aJ`+ 1

2
(n1k0a)

]′
= A

(out)
q`m

[√
k0aJ`+ 1

2
(k0a)

]′ (2.70)

Again, dividing to eliminate A(out)
q`m we have

[√
n1k0aJ`+ 1

2
(n1k0a)

]′
√
n1k0aJ`+ 1

2
(n1k0a)

=

√
εr
µr

[√
k0aH

(1)

`+ 1
2

(k0a)
]′

√
k0aH

(1)

`+ 1
2

(k0a)
(2.71)

which has no solutions for k0 ∈ R. However, there are a countably infinite number k0 ∈ C

that satisfy this characteristic equation. Thus, one must specify a root number, q when

identifying values of the wavenumber that satisfy equation 2.71. Furthermore, the resulting

k0 exhibit the same (2`+ 1)-fold degeneracy that was described in the TE modes section.

2.2.4 Solving the WGM Characteristic Equations

Using Bessel function identities for derivatives of the Bessel function, one can re-

express 2.60 and 2.71 as root-finding problems. For TE modes

H
(1)

`+ 1
2

(k0a)

[
J`− 1

2
(n1k0a)− `

n1k0a
J`+ 1

2
(n1k0a)

]
−
√
µr

εr
J`+ 1

2
(n1k0a)

[
H

(1)

`− 1
2

(k0a)− `

k0a
H

(1)

`+ 1
2

(k0a)

]
= 0

(2.72)

and for TM modes

H
(1)

`+ 1
2

(k0a)

[
J`− 1

2
(n1k0a)− `

n1k0a
J`+ 1

2
(n1k0a)

]
−
√
εr
µr

J`+ 1
2
(n1k0a)

[
H

(1)

`− 1
2

(k0a)− `

k0a
H

(1)

`+ 1
2

(k0a)

]
= 0

(2.73)
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TM/TE q ` ωopt/2π [×1014 Hz] Qopt [×1013] F [×109]

TM 1 6,430 2.998708 756 1,172
TE 1 6,430 2.998610 492 762
TM 1 6,429 2.998243 834 1,292
TE 1 6,429 2.998145 6,693 10,362
TM 1 6,428 2.997778 16,615 25,725
TE 1 6,428 2.997680 1,318 2,042
TM 1 6,427 2.997313 3,274 5,070
TE 1 6,427 2.997215 1,231 1,906
TM 2 6,404 2.998568 380 589
TE 2 6,404 2.998479 808 1,250
TM 2 6,403 2.998103 840 1,300
TE 2 6,403 2.998013 381 590
TM 2 6,402 2.997637 992 1,536
TE 2 6,402 2.997548 372 576
TM 2 6,401 2.997171 2,364 3,661
TE 2 6,401 2.997082 559 866
TM 3 6,383 2.998573 2.93 4.55
TE 3 6,383 2.998492 3.10 4.80
TM 3 6,382 2.998107 2.92 4.52
TE 3 6,382 2.998026 3.07 4.76
TM 3 6,381 2.997641 2.91 4.51
TE 3 6,381 2.997560 3.06 4.75
TM 3 6,380 2.997175 2.88 4.47
TE 3 6,380 2.997094 3.06 4.74

Table 2.1: Tabulated optical WGM parameters with wavelengths near λ = 1 µm for a drop
with a = 1 mm.

It is straightforward to implement a computer program to numerically find the roots

of equation 2.72 and equation 2.73, and thus find the wavenumber (or equivalently, the

frequency) associated with a given WGM. Note that the equation has no dependence on the

azimuthal mode index m, reflecting the (2`+ 1)-fold degeneracy of WGMs for a dielectric

sphere. There exists multiple roots that satisfy these equations for the same value of `,

which are indexed by the radial mode number q. Furthermore, there exists a mode with the

smallest value of k0 allowable for a dielectric sphere of radius a, that can be obtained from

solving these equations. This mode is the most tightly confined WGM, and thus the WGM

which exhibits the smallest amount of leakage out of the dielectric sphere. This smallest-k0
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root is given the index q = 1.

Table 2.1 contains parameters for WGMs with λ ≈ 1 µm, which were determined by

solving equations 2.72 and 2.73.

Insights on WGMs in a Dielectric Sphere

In what follows, I explain the important features of WGMs using a heuristic picture of

WGMs based on a physically intuitive combination of ray optics and paraxial wave optics.

For large spheres (i.e. r � λ) and small q, the light confined within the WGM propagates

close to the surface and traverses a distance 2πa in a single round trip. If one round trip

equals `wavelengths, a running electromagnetic wave is resonant with the dielectric sphere;

mathematically, 2πa = ` λ
n1

. In consideration of a photon with momentum p = ~k = ~2πn1

λ
,

if its angle of incidence to the dielectric interface is ≈ π/2 with respect to a diameter

line, its angular momentum L is such that |L| = ap = a~2πn1

λ
= ~`. Thus, ` can be

identified as the angular momentum number. Then, ` = n1
2πa
λ

sin θ, and due to TIR – with

critical angle θc = sin−1(n0/n1) – the angular momentum number is bounded such that

2πa
λ
≤ ` ≤ n1

2πa
λ

. Thus, for 2πa
λ
� 1, ` and 2πa

λ
= k0a are, at least, of the same order, if

not nearly exactly equal. Consequently, one associates ` with the number of wavelengths

that fit along the circumference of the dielectric sphere.

For each value of `, there are 2`+ 1 degenerate optical WGM modes (corresponding to

the allowed values of m), which reflects the ray-optics picture of optical WGMs traversing

different great circles of the dielectric sphere. Note that in the spherical coordinate system

used here, θ = 0 refers to the north pole of the sphere, while θ = π/2 refers to the sphere’s

equator; in the ray-optics picture, the WGM with ` = m traverses the great circle along the

equator. Additionally, each value of ` has an index q associated with it, which corresponds

to a WGM with q − 1 radial nodes of the electric field within the sphere. As mentioned

in sections 2.2.3 and 2.2.3, this value q arises from solving the characteristic equation for

some specific value of `; there will be multiple solutions labeled by q that correspond
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Figure 2.4: The radial component of the Borgnis potential n1k0rR(r) for WGMs with
q = 1, 2, 3 in a helium drop with n1 = 1.028, a ≈ 1 mm and m = ` ∼ n1k0a ≈ 6, 000.
The inset shows that the potential is zero until just near the drop’s periphery.

to different values of k0 = kq`m, and thus correspond to different radial functions with

different numbers of radial nodes. The solutions with q = 1 correspond to the lowest value

of k0 that solves the characteristic equation, and to WGMs with no nodes in the electric

field. These WGMs exhibit the tightest confinement near the periphery of the sphere. The

next set of solutions have q = 2, and thus have one radial node. The third set of solutions

have q = 3, and thus have two radial nodes, and so on. As it turns out, the lowest-q

solutions exhibit the lowest leakage out of the dielectric sphere, with the leakage rapidly

increasing with increasing q. Figure 2.4 shows a plot of the full radial part of the Borgnis

potential n1k0rR(kr) for WGMs with q = 1, 2, 3 in a helium drop with n1 = 1.028, a = 1

mm and m = ` ∼ k0a ≈ 6000. The inset shows n1k0rR(kr) over the entire drop radius,

and illustrates that the electromagnetic field is indeed tightly confined near the periphery

of the sphere, as we would expect for WGMs with small q and large `.

Figure 2.5 shows polar plots (r, θ) of the ` = 10,m = 10 TM WGM electric field

intensity in a helium drop with n1 = 1.028, a = 1 mm and λ ≈ 100 µm for q = 1
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(figure 2.5a), q = 2 (figure 2.5b q = 3figure 2.5c) and q = 4 (figure 2.5d). The ` = 10

mode is shown solely for illustrative purposes; this would correspond to λ = 100 µm. The

mode with ` ∼ 2πn1a/λ is tightly confined to the periphery and difficult to see clearly in a

plot that is to scale. The ` = 10 mode shows the important qualitative features of the WGM.

One should just note that as ` increases, the electromagnetic field for q = 1,m = ` becomes

more and more tightly confined near the periphery and near θ = π/2. Figure 2.6 shows

polar plots (r, θ) of the q = 1, ` = 10 TM WGM electric field intensity with λ = 100 µm

within in a helium drop with n1 = 1.028, a = 1 mm for with m = ±10 (figure 2.6a),

m = ±9 (figure 2.6b), m = ±8 (figure 2.6c). Finally, figure 2.7 shows a polar plot (r, φ)

of the TE WGM electric field intensity with q = 1, ` = 10,m = 10. If one referred to the

(r, θ) plot as a “side view” then the (r, φ) plot is the “top view.”

By inspecting figure 2.5, figure 2.6 and figure 2.7, one will notice that the WGM with

the smallest mode volume corresponds to the mode with m = `. Thus, for optomechan-

ics experiments that benefit from large F and small mode volume (e.g. our future op-

tomechanics experiments with levitated drops), the optimal WGM is the one with λ � a,

q = 1, ` ∼ 2πn1a/λ,m = `.

To further emphasize the relationship between ` and the confinement of optical WGMs,

figure 2.8 shows polar plots (r, θ) of the ` = 6, 232,m = 6, 232 TM WGM electric field

intensity within in a helium drop with n1 = 1.028, a = 1 mm for (figure 2.8a) q =

1, λ ≈ 1.000 µm, (figure 2.8b) q = 2, λ ≈ 0.999 µm, (figure 2.8c) q = 3, λ ≈ 0.996 µm

and (figure 2.8d) q = 4, λ ≈ 0.993 µm. Figure 2.9 shows polar plots (r, θ) of the q =

1, ` = 6, 232 TM WGM electric field intensity with λ = 1µm within in a helium drop with

n1 = 1.028, a = 1 mm for with (figure 2.9a) m = ±6, 232, (figure 2.9b) m = ±6, 231,

(figure 2.9c)m = ±6, 230 and (figure 2.9d)m = ±6, 229. Lastly, figure 2.10 shows a polar

plot (r, φ) of the TM WGM electric field intensity with q = 1, ` = 6, 232,m = 6, 232.
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a b

c d

Figure 2.5: A plot of the ` = 10,m = 10 TM WGM electric field intensity with λ ≈
100 µm within a helium drop with n1 = 1.028 and a = 1 mm for (a) q = 1, (b) q = 2, (c)
q = 3 and (d) q = 4.
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Figure 2.6: A plot of the q = 1, ` = 10 TM WGM electric field intensity with λ = 100 µm
within a helium drop with n1 = 1.028 and a = 1 mm for (a) m = ±10, (b) m = ±9, (c)
m = ±8.
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Figure 2.7: The TM WGM electric field intensity (θ = π/2) for a WGM with λ = 100 µm
and q = 1, ` = 10,m = 10 within a helium drop with n1 = 1.028, and a = 1 mm.

WGM Radiation Loss and Pseudo-Bound States

The characteristic equations 2.60 and 2.71 define complex wavenumbers k0, which

arise due to the fact that a WGM will decay due to radiation loss (also known as bending

loss). Intuition about the leakage of WGMs can be gained by studying the behavior of the

full r-coordinate dependence of the Borgnis potential Z(r) = krR(kr) for r → ∞. The

differential equation that Z(kr) must satisfy can be written in the following form

(
d2

dr2
+ (n2

1(r)− n2
0(r))k2

0 −
`(`+ 1)

r2

)
Z(r) = n2

0(r)k2
0Z(r) (2.74)

where n1(r) is the spatially-dependent, piecewise-defined index of refraction of the dielec-

tric sphere, n0(r) is the spatially-dependent, piecewise-defined index of refraction of the

medium surrounding the dielectric sphere, and k0 is the wavenumber in vacuum.

One can make a useful mathematical analogy between equation 2.74 and the one-

dimensional time-independent Schrödinger equation (TISE) ĤΨ = EΨ. The term on

the left hand side of equation 2.74 that multiplies Z(r) corresponds to Ĥ from the TISE,

which I will now refer to asHeff . On the right hand side of equation 2.74, n2
0k

2
0 corresponds

to E from the TISE, which I will refer to as the pseudoenergy. The second-derivative term
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Figure 2.8: A plot of the ` = 6, 232,m = 6, 232 TM WGM electric field intensity within
a helium drop with n1 = 1.028 and a = 1 mm for (a) q = 1, λ ≈ 1.000 µm, (b) q = 2, λ ≈
0.999 µm, (c) q = 3, λ ≈ 0.996 µm and (d) q = 4, λ ≈ 0.993 µm.
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Figure 2.9: A plot of the q = 1, ` = 6, 232 TM WGM electric field intensity with λ =
1 µm within a helium drop with n1 = 1.028 and a = 1 mm for (a) m = ±6, 232, (b)
m = ±6, 231, (c) m = ±6, 230 and (d) m = ±6, 229.
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Figure 2.10: A plot of the TM WGM electric field intensity (θ = π/2) for a WGM with
λ = 1 µm and q = 1, ` = 6, 232,m = 10 within a helium drop with n1 = 1.028, and a = 1
mm.

in Heff corresponds to kinetic energy in the TISE. The two remaining terms in Heff corre-

spond to the potential energy in the TISE, which I will refer to as the pseudopotential Veff .

We may interpret the second term in Veff as the centrifugal barrier that arises if the spatial

coordinate r is in fact the radial coordinate in a spherical coordinate system and we have

performed separation of variables to focus on a component of the full wave function with

angular momentum ~`. In this case, the first term is a radially-varying potential energy.

The pseudopotential Veff(r) is given by

Veff(r) = (n2
0(r)− n2

1(r))k2
0 +

`(`+ 1)

r2
(2.75)

Figure 2.11 includes a plot of Veff(r). Also shown in the figure are the radial compo-

nents of the Borgnis potential for WGMs with q = 1, 2, 3.

Because Veff(r)→ 0 as r →∞ (and is nowhere < 0), there are no true bound states of

electromagnetic modes in the dielectric sphere, and the higher pseudoenergy modes (larger

q) exhibit faster leakage out of the dielectric sphere than the lower pseudoenergy modes

(smaller q) in part because the pseudopotential barrier becomes thinner at higher pseudoen-

ergies. Also, higher pseudoenergy makes it easier to tunnel through a barrier of constant
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Figure 2.11: Black: The pseudopotential Veff(r/a) a WGM experiences as a function of
position r/a, where r is the radial coordinate and a is the dielectric sphere’s radius. Blue,
Green, Red: The radial component of the real part of the Borgnis potential for WGMs
with q = 1, 2, 3. The WGMs have different vertical offsets relative to Veff(r/a) at large
r/a because modes with higher q (higher leakage) have will have more energy outside the
sphere.
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height. The Hankel function description of the WGMs outside the sphere also shows the

lack of a true bound state in that the Hankel functions decay over a wide range of r, but

finally oscillate again as r →∞. Furthermore, the size of the step in the pseudopotential is

given by the index of refraction contrast between the dielectric sphere and its surrounding

medium. As a result, for a given sphere radius a, larger index of refraction contrast leads to

tighter confinement of the WGM within the sphere, and thus slower leakage of the WGM

into free space.

The rate of radiation leakage can be extracted from the exact solutions described in

sections 2.2.3 and 2.2.3. However, we can also describe an approximate expression for

this loss rate that is much more compact and convenient. To do this, we study solutions

to equation 2.74 for a distance x away from the dielectric’s surface that is small compared

to a. See figure 2.12 for visual details of the problem at hand. Using the relationships

r = a(1 + x/a), 1/r ≈ 1/a(1 − x/a), 1/r2 ≈ 1/a2(1 − 2x/a), equation 2.74 can be

written to lowest order in x/a as

d2Z

dx2
+

(
n2

0k
2
0 −

`(`+ 1)

a2

)
Z = 0 (2.76)

Equation 2.76 is an ordinary differential equation with general solutionR = exp (bx). Sub-

stituting this general solution into equation 2.76 yields a characteristic quadratic equation

for b, given by b2 + c2 = 0, where c = n0k
2
0 − `(`+ 1)/a2. Thus b = ±

√
c and for x� a,

the radial function takes the form

Z(x) = A0e
−
√
n2
0k

2
0−

`(`+1)

a2
x (2.77)

Given that k0 = 2π/λ0, for x� a one can see that not only does the electromagnetic field

of the WGM decay exponentially, but also that this decay depends on a/λ0. As one learns

through studying the one dimensional time-independent Schrödinger equation, the wave

function exponentially decays while inside the potential barrier; this is in exact analogy
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Figure 2.12: A sketch of a dielectric sphere with radius a and index of refraction n1 cen-
tered at the origin of a coordinate system. The small distance x starts at the outer edge of
the dielectric sphere, and extends towards larger values of the radial coordinate r.

with the exponentially decaying solution to equation 2.77.

Alternatively, in the limit that r →∞ equation 2.74 takes the form

d2Z

dx2
+ n2

0k
2
0Z = 0 (2.78)

Solutions to equation 2.78 take the form of complex exponential functions which oscillate

and have infinite radial extent. This, again, shows that there are no true bound states of

WGMs in a dielectric.

2.3 Isolating Drops of Liquid Helium

Isolated liquid helium drops are model systems for addressing a myriad of outstanding

scientific questions. 4He drops isolated in vacuum exist in the superfluid state, and thus

function as many-body quantum systems near absolute zero temperature, which may be

suitable to study open questions in fluid dynamics, such as the connection between the

onset and decay of turbulence in quantum fluids and the dynamics of vortex lines. In

1974, experiments reported observed of parallel arrays of quantum vortices in a bucket

of superfluid 4He [75], but until recent experiments in 2014 with free—flying superfluid

nanodroplet beams, little was known about quantum vortices in isolated superfluids [76].
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Studying isolated helium drops may even shed light on astrophysical phenomena such as

the dynamics of neutron stars due to their superfluid crust or core [77, 78, 79]. 3He drops

isolated in vacuum are unlikely to cool below their superfluid transition; as a result, they can

be used to study outstanding questions in normal fluid mechanics, such as the longstanding

problem of the equilibrium shape of a drop undergoing rigid-body rotation [80](it is known

that a normal drop undergoes a series of spontaneous symmetry breaking events as its

rotation rate increases, but it is unknown if this series is finite or infinite, or if it includes

equilibrium shapes that are topologically distinct from the sphere [81, 82]).

Embedding dopants within liquid helium drops (such as atoms, molecules, or elec-

trons) provides an avenue to study the dopants in a cold isolated environment. Due to

vanishing optical absorption from the far-infrared to the vacuum ultraviolet range and the

fact that dopants typically exist in their (ro)vibrational and electronic ground states, su-

perfluid nanodroplets have been powerful systems in which to conduct such experiments.

Free-flying nanodroplets have been useful for spectroscopy of single cold molecules and

atomic/molecular clusters, as well as for studies of cold chemical reactions [83]. An elec-

tron injected into liquid 4He produces a cavity inside which it becomes trapped, forming a

one-of-a-kind quantum dot that changes size significantly depending on the trapped elec-

tron’s quantum state. From the perspective of pushing into the regime of quantum optome-

chanics, which requires low optical and mechanical loss, the vanishing optical absorption

and zero viscosity of superfluid helium make it an ideal material to use to construct an

optomechanical system. In this section, I will describe the unique material properties of

superfluid helium and the history of experiments with isolated superfluid drops. I place a

special emphasis on the diamagnetic levitation of liquid helium, which may enable the use

of an isolated helium drop as both the optical resonator and the mechanical resonator of an

optomechanical system.
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2.3.1 The Superfluid Phase of Helium

Liquid 4He undergoes a second-order phase transition from a normal liquid to a super-

fluid at Tλ = 2.17 K. Superfluid 4He has zero viscosity and a thermal conductivity that

varies strongly with temperature and is larger than that of pure copper for 1 K . T < Tλ.

Through van der Waals attraction, helium will wet the surface of a container and form a

thin film, but in its normal state the film is clamped by its viscosity (many other materials

will wet a container, but helium is special as it wets all materials but cesium). However,

when the helium film is cooled to < Tλ, its viscosity vanishes and the film – called a Rollin

film – is able to move freely at speeds up to the critical Landau velocity vL = 60 m/s.

Superfluid 4He also passes through tiny capillaries too small to pass any other material,

and forms lattices of vortices with quantized angular momentum when rotated. Quantized

vorticies arise due to the irrotational velocity field of a superfluid, which I discuss in sec-

tion 2.4.5. Finally, provided a object moving through the superfluid doesn’t exceed vL, it

will not dissipate energy into the superfluid.

At temperatures T < Tλ, the behaviour of liquid helium is well-described by a two-

fluid model with a total density ρ0 = ρn + ρs, where ρn is the density of the viscous,

normal fluid component and ρs is the density of the superfluid component. The superfluid

fraction exhibits a power law dependence on the ratio T/Tλ. Specifically, for T � 0.8 K,

ρn/ρ0 ≈ 1.2 × 10−4T 4 [84]. Figure 2.13 shows ρn/ρ0 and ρs/ρ0 for 0 < T < Tλ. The

drops the we levitate in vacuum reach T ≈ 330 mK, so they are essentially pure superfluid.

For temperatures T > Tλ, ρ0 = ρn, equal to 125 kg/m3. Whereas, as T decreases from

Tλ to absolute zero, the normal fraction ρn/ρ0 decreases from 1 to 0, while the superfluid

fraction ρs/ρ0 increases from 0 to 1, with ρs ≈ 145 kg/m3 for T < Tλ [84].

The dispersion relation for excitations in liquid helium allows for the existence of

phonons at any T > 0. An object in the liquid can scatter from these phonons; this in-

teraction provides a mechanism for energy to be exchanged. (Note that at T ≈ 8 K,

another excitation called a roton appears, but for T < 0.57 K, roton scattering processes
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Figure 2.13: The normal fluid fraction ρn/ρ0 and superfluid fraction ρs/ρ0 for 0 < T <
Tλ = 2.17 K with ρ0 = ρn + ρs.

are negligible [84, 85]).

3He, a fermion with nuclear spin 1/2, also can exhibit superfluidity. For T & 3 K,

3He behaves as a degenerate Fermi liquid, but it is not in a superfluid state. However, for

T . 3 mK, 3He can undergo a phase transition into one of two superfluid states, which are

referred to as the A and B phases. For T < 3 mK, 3He atoms form bosonic quasiparticles

called Cooper pairs, highly similar to Cooper pairs in the BCS theory of superconductivity.

Superfluid 3He also exhibits unusual properties, including vortex configurations which are

distinct from superfluid 4He [84].

Optical Loss in 4He

As I mentioned above, superfluid helium is an ideal material from which to construct

an optomechanical system due to its nearly vanishing optical loss. Here we will discuss the

optical loss suffered by WGMs in a levitated liquid 4He drop.

4He samples have high chemical purity because all other atoms or molecules (with the

exception of 3He) will freeze on the surface of the container that holds the liquid. The
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natural abundance of 3He relative to all helium is 1.37 × 10−6 [86]. Because liquid 4He

has high chemical purity and its first electronic excited state of has an energy E1 ≈ 19.8

eV, helium does not absorb light from the far-infrared to the vacuum ultraviolet (λ = 100

nm). range. However, non-zero optical loss in liquid helium arises due to elastic and

inelastic scattering processes – Rayleigh (elastic), Raman (inelastic), Brillouin (inelastic).

Furthermore, as described in section 2.2.4, radiation loss in optical WGMs occurs due a

dielectric sphere’s inability to perfectly confine a WGM. Finally, loss in an optical WGM

can arise due to light scattering from thermally-populated surface waves on the levitated

drop. However, for helium drops with radius R ≈ 250 µm (the typical drop radius in

the experiments described in this thesis), this source of loss is expected to be negligible in

comparison to the radiation loss; the opposite is expected to be the case forR ∼ 1 mm [38].

In reference [87], Landau and Lifshitz provide a formula for the extinction coefficient

for the combined Rayleigh and Brillouin scattering µcomb due to thermodynamic fluctua-

tions of pressure or temperature in a material:

µcomb =
ω4

6πc4

(
kBTρ

2βT

(
∂εr
∂ρ

)2

T

+
kBT

2

ρCV

(
∂εr
∂T

)2

ρ

)
(2.79)

where ω is the angular frequency of the light impinging on the scatterer, c is the speed

of light, kB is Boltzmann’s constant, βT is the isothermal compressibility, εr is the relative

permittivity of the material, T is the temperature of the material, ρ is the density of material,

and CV is the heat capacity of the material at constant volume.

In reference [88], Seidel and colleagues calculate the Rayleigh scattering lengths for

several materials. They note that, for liquid helium, the second term in equation 2.79 is

several orders of magnitude smaller than the first; I, too, will neglect the second term since

I am concerned with scattering in levitated helium drops. We are left only with scattering

induced by light interaction with phonons (the term that was neglected is associated with
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second sound). Using equation 2.192, equation 2.79 can be written in the following form

µcomb =
(2π)3

27λ4
(εr − 1)2(εr + 2)2kBTβT (2.80)

where λ is the wavelength of the light in the liquid helium. The extinction coefficient µcomb

has units of [m−1], which can now be used to determine the Rayleigh scattering-limited

finesse of a WGM. For a helium drop with radius R0, the round-trip loss ϕcomb that a

WGM with q = 1, R0 � λ would experience due to µcomb as it propagates around the

drop’s periphery is given by

ϕcomb = 2πn1R0µcomb (2.81)

where n1 is the index of refraction of helium. Using equation 2.10, the Rayleigh scattering-

limited finesse of the WGM is given by

Fcomb ≈
2π

ϕcomb

≈ 27λ4

(2π)3n1(εr − 1)2(εr + 2)2R0kBTβT

(2.82)

This result includes the mode loss due to both Rayleigh and Brillouin scattering. For a

WGM with λ ≈ 1550 nm and large ` (∼ 2πR0/λ) in a 4He drop with R0 = 250 µm at

T = 350 mK, Fcomb ≈ 1.4× 1011. The Rayleigh scattering component refers to scattered

light that, after the scattering event, retains its pre-scattering energy. The Brillouin scatter-

ing component, however, refers to scattered light that has a different energy after scattering

from phonons. In 1934, Landau and Placzek theorized (referred to as the Landau-Placzeck

theory) that the light intensity of the combined Rayleigh and Brillouin scattering to just the

light intensity due to Brillouin scattering is given by the ratio of the isothermal compress-

ibility βT to the isentropic compressibility βS of the liquid from which light is scattered.

In 1966, Cummins and Gammon experimentally tested the Landau-Placzeck theory on 11

liquids and found that their results were in good agreement with the theory [89].
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One can split µcomb into two components: the Rayleigh component µRayleigh and the

Brillouin component µBrillouin, which sum to µcomb. Using the Landau-Placzeck theory,

µcomb

µBrillouin

=
βT

βS

(2.83)

In reference [90], Brooks and Donnelly provide for liquid helium at T ≈ 350 mK, βT ≈

1.21 × 10−7[ms2kg−1]. Along with βS = 1/ρu2
c , where and uc is the speed of sound in

liquid helium, one finds that for liquid helium at T ≈ 350 mK, βT/βS ≈ 1.01. As a result,

µBrillouin ≈ 0.99µcomb, which suggests that the Rayleigh-limited WGM finesse Fcomb is

dominated by loss due to scattering from phonons in the liquid helium. I will now refer to

Fcomb as Fphonon.

Another scattering process that could lead to optical loss is Raman scattering, in which

light creates excitations in the liquid. In superfluid helium Raman scattering results in the

creation of rotons. In 1969, Greytak and Yan measured the Raman scattering of light with

λ = 514.5 nm from rotons in liquid at T = 1.16 K [91]. They measured an extinction

coefficient µRaman = 4π × (6 ± 2) × 10−12 cm−1. Again, for a helium drop with radius

R0, the round-trip loss ϕRaman that a WGM with q = 1, R0 � λ would experience due to

µRaman as it propagates around the drop’s periphery is given by ϕRaman = 2πn1R0µRaman.

As a result,

FRaman ≈
2π

ϕRaman

(2.84)

For such a WGM in a 4He drop with R0 = 250 µm, FRaman ≈ 5× 1011.

Optical WGMs also experience loss due to the non-zero curvature of the dielectric

around which they propagate, which I will refer to as radiation loss. In 2002, Oraevsky

published work in which he solved Maxwell’s equations and derived the optical WGMs of a

dielectric sphere in a manner that is similar to the derivation I provided in section 2.2.3 [74].

Oraevksy found the same characteristic equation whose solutions yield complex WGM

wavenumbers n1kq`, and he gives an approximate expression (valid for ` ∼ k0a � 1) for
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the WGM quality factor:

Qq` =
Re[kq`]

Im[kq`]
=
`+ 1

2

2

(
εr(εrµr − 1)

µr

)1/2

e2Tq` (2.85)

where

Tq` =

(
`+

1

2

)[
cosh−1(

√
εrµr)−

(
εrµr − 1

εrµr

)1/2
]

+ξq

(
`+ 1

2

2

)1/3(
εrµr − 1

εrµr

)1/2

+
1

εr
(2.86)

Here, ξq is the q-th root of the Airy function. I have written the expression in the notation

that is being used in this thesis. The real part of the wavenumber Re[kq`0] is related to the

WGM angular frequency such that ωopt = ckq`0. The imaginary part of the wavenumber

Im[kq`0] is the WGM radiation loss rate. Qq` does not depend on m due to the (2`+ 1)-fold

degeneracy of WGMs in a spherical dielectric. The radiation limited finesse Fq` is given

by

Fq` =
∆ωFSR

ωopt

Qq`

=
Qq`

`

(2.87)

with ∆ωFSR = c/(2πn1R0). Here n1 =
√
εrµr is the index of refraction andR0 is the radius

of the sphere. For a helium drop with radius R0 and index of refraction n1, figure 2.14

shows plots of F1` for various ` and for various values of R0/λ, where λ is the WGM

wavelength for q = 1.

Finally, loss in an optical WGM can arise due to light scattering from the thermally-

populated surface modes of a levitated drop. However, for helium drops with radius R ≈

250 µm and λ = 632.8, 1, 550 nm (the typical R and λ in the experiments described in this

thesis), this source of loss is expected to be negligible in comparison to the radiation loss.

Surfaces defined by surface tension are typically smooth, yet for T > 0 the drop’s surface

modes have non-zero thermal occupation. Consequently, the drop can be thought to have
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Figure 2.14: The calculated finesse of optical WGMs in a 4He drop. (a) The finesse of the
q = 1 WGMs plotted against the angular momentum number `. (b) The finesse of the q = 1
WGMs plotted against R0/λ, where R0 is the drop’s radius and λ is the WGM wavelength.
In these calculations, only radiation loss is considered.
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an effective surface roughness that scatters light. In reference [38], we assume that over

the lifetime 2π/κ of an optical WGM, the random thermal surface deformations due to the

surface modes are frozen. In this case, we find the following lower bound for the surface

roughness-limited Q:

Qrough ≈
λ0R

π2
√
εr − 1

σ

kBT
(2.88)

For a 4He drop with R = 250 µm (1 mm), σ = 3.75× 10−4, εr = 1.057, T = 300 mK and

λ0 = 1 µm, Qrough ≈ 9.7× 109 (Qrough ≈ 4× 1010).

2.3.2 Jets of Liquid Helium Nanodroplets in Vacuum

Droplet formation in gas expansions of helium was reported by Kammerling Onnes

in 1908, at Leiden University, during initial attempts of helium liquefaction [92]. Due to

technological limitations of the time, unfortunately, it was exceedingly difficult to verify

the existence of helium nanodroplets in the expansion experiments, so such experiments

were not pursued further.

In the 1960’s, researchers revisited droplet formation. The method that has typically

been employed to produce helium nanodroplets with approximate diameters d ∼ 10− 100

nm is homogeneous nucleation of high pressure helium gas in supersonic nozzle expan-

sions [93, 94, 95, 96, 97, 98, 83]. Pre-cooled helium gas, initially at rest in a stagnation

region at pressure P0 . 102 bar, is made to expand through a nozzle assembly with nozzle

diameter ≤ 100 µm at temperature 3.5 ≤ T0 ≤ 20 K and into a vacuum system. The

stagnation pressure and the nozzle temperature are critical experimental parameters that

control the eventual average size of the nanodroplets in the beam. The expanding gas ac-

celerates through the nozzle and adiabatically cools. In general, it is possible for the local

thermodynamic state of the expanding gas to pass into the liquid-gas coexistence region

before internal collisions effectively stop, and thus phase separation may take place, leav-

ing a mixture of nanodroplets and helium vapor in the jet. Depending on T0 and P0, the jet
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can undergo subcritical or supercritical expansion, yielding relatively small or large nan-

odroplets, respectively [83]. The mixture is then collimated by a skimmer, or pinhole-like

orifice, and a helium nanodroplet beam is formed, with nanodroplets reaching temperatures

Td ≈ 380 mK after a typical droplet lifetime td . 25 ms for 4He [83].

In 1961, Becker and colleagues at the University of Karlsruhe reported time-of-flight

measurements of helium nanodroplet beams subjected to a mechanical chopper in order to

measure the velocity distribution of the beam [99, 100]. They expanded helium gas through

a tapered nozzle at T0 = 4.2 K and P0 = 0.98 Bar and observed a velocity distribution

whose center peaked at 165 m/s, and whose narrow width could only be explained by

cluster formation in the liquid jet.

A large collection of studies by Gspann and colleagues on atomic and molecular bom-

bardment of 3He and 4He nanodroplet beams continued into the 1980’s at the University of

Karlsruhe [101]. In this body of work, nanodroplet beams with Nd ∼ 106 atoms of either

helium isotopes were bombarded (normal to the nanodroplet beam’s propagation direction)

with cesium or xenon atomic jets. The cesium atoms’ momentum was completely absorbed

by the nanodroplets, which could be directly detected by striking a surface ionization de-

tector (a hot tungsten strip) with the bombarded nanodroplet beam. It was important to use

heavy atoms because their low thermal velocities at vapor pressures high enough to ensure

frequent interactions with the 4He beams would not exceed the Landau critical velocity,

and thus not spoil superfluidity. In nanodroplets of both helium isotopes the momentum of

the xenon atoms intercepted by the beam was not completely transferred to them, and thus

the xenon atoms were not captured. Gspann explained the inability to capture xenon with

high capture efficiency by deep penetration into the nanodroplet, followed by anisotropic

ejection of helium atoms.

In the 1990’s, experiments from the Toennies group at the University of Göttingen

in collaboration with Northby at the University of Rhode Island used similar nanodroplet

bombardment techniques to those of Gspann’s work. They found that helium nanodroplets
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with Nd ≤ 109 and td ≤ 25 ms could capture one or more neon, 3He or 4He atoms [102,

103, 104]. They also captured the same atoms using a new technique where the nanodroplet

beam propagated through a pick-up chamber with gaseous atomic or molecular dopants.

Also in the 1990’s, the Scoles group at Princeton University used the combined pick-up

chamber technique with laser-induced evaporation and were thus able to make spectro-

scopic measurements where they could detect the infrared absorption of sulfur hexafluoride

molecules captured within helium nanodroplets withNd ∼ 104 atoms [105]. After Scoles’s

work, Toennies and Vilesov performed high-resolution measurements of sulfur hexafluo-

ride molecules captured within helium nanodroplets with Nd ∼ 103 − 104 which revealed

that the sodium hexaflouride spectral lines were unusually sharp and presented evidence of

rotational fine structure, indicating that the embedded molecules can rotate freely inside the

4He nanodroplets [106]. Furthermore, fitting the rotational spectra data yielded a tempera-

ture Td = 370± 50 mK, which was interpreted as the internal nanodroplet temperature.

Alongside the work with neutral nanodroplet beams, there was a great deal of work

done on bombarding 3He and 4He nanodroplet beams with electrons, thus creating beams

of charged nanodroplets. One of the first such experiments was conducted by Gspann, in

which neutral nanodroplet beams were bombarded with Ebomb ≈ 200 eV electrons, which

ionized the nanodroplets (the ionization energy EI ≈ 24.6 eV), thus creating positively

charged nanodroplets that would reflect from highly polished metallic surfaces [107]. In

this work, the nanodroplets were found to have an atom number-to-charge ratio Zd ∼ 105.

In a subsequent set of publications, Gspann and Vollmar reported measurements of large

3He and 4He nanodroplets with a single positive charge, consisting ofNd ∼ 106−108 atoms

(Zd ∼ 106 − 108); they also reported evidence for the existence of large multiply charged

nanodroplets [108, 109, 110]. Upon bombardment with electrons, the 3He nanodroplets

were found to eject charged mini-clusters with Nd = 85 atoms, whereas 4He nanodroplets

would eject charged mini-clusters with Nd = 68.

The existence of negatively charged 4He nanodroplets was first reported by Gspann [111].
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Gspann utilized a time-of flight method and found that negatively charged clusters with

Nd & 106 atoms, no less, could be detected in his apparatus. It is known that there is no

stable, negatively charged monoatomic helium ion or diatomic molecule. From studies on

bulk liquid helium samples, it is well known that electrons are weakly bound to a planar he-

lium surface (but that there must also be repulsion at short range). The binding is the result

of an attractive image charge induced in the liquid helium due to its polarizability [112]. It

had been predicted that similar surface-bound electron states should exist on nanodroplets,

as long as they were large enough [113, 114].

Following Gspann’s work, more in-depth studies of negatively charged nanodroplets

with Nd ∼ 103 − 106 atoms were conducted by Northby and colleagues. The droplets

were bombarded by electrons with Ebomb ≈ 35 eV (so that a single electron could not

ionize multiple He atoms), then they measured the energy of the nanodroplets by using an

in-line stopping potential method and by a deflection method; these methods gave them a

tool with which to measure the size distribution of nanodroplets in beams [115]. In their

next set of experiments, they bombarded nanodroplets with Nd ≈ 105 atoms with elec-

trons with Ebomb < EI, and suggested that the resulting negatively charged nanodroplets

were due to an electrons in bubble states within the nanodroplets, which is a state consist-

ing of an electron being bound in the interior of the nanodroplet by the polarization force

arising from the liquid’s polarizability [116]. Northby and colleagues realized that if the

electron bubble model was the correct interpretation of the negative charge found on the

nanodroplets, this negatively charged cluster would be optically active and thus detectable

by electron detachment spectroscopy [117, 118]. As a result, in further work, they cre-

ated an infrared beam with λ ≥ 800 nm from an optically filtered tungsten bulb and used

it to interrogate a negatively charged nanodroplet beam above an electron multiplier de-

tector sensitive to detached electrons. They observed that without infrared illumination,

there was still a significant spontaneous electron detachment signal. When the infrared il-

lumination was turned on, the electron detachment count rate doubled, consistent with the
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thought that infrared optical transitions of the electron in the bubble potential could lead to

enhanced detachment rates of electrons from the nanodroplets [119]. Lastly, in a further

study, Northby and colleagues used a monochromator in an attempt to measure the wave-

length dependence of the optically enhanced electron emission from the nanodroplets, for

which they found a peak in the emission signal at λ ≈ 1.5 µm [120]. In this work, they

mentioned that an electron confined in a bubble potential well of radius RB = 18.7 Å with

a depth VB = 0.7 eV would have a transition to the conduction band at with an excitation

wavelength λ = 1.5 µm, but that other bound state transitions could play a role in the

enhanced electron emission.

Also in the 1990’s, but tangential to the work on doped or charged helium nanodroplets,

Schöllkopf and Toennies used nanostructured transmission gratings to study the diffraction

of helium nanodroplet beams [121]. Because the velocity distribution of nanodroplets was

quite narrow, the deBroglie wavelength of nanodroplet clusters within the beam were in-

versely proportional to the number of atoms it contained. As a result, each cluster was

diffracted at different angles as it passed through the grating. One highlight of this work is

that, with a 200 nm grating period and 100 nm slit widths, they clearly identified diffrac-

tion peaks corresponding to He2 and He3 molecules, providing unambiguous proof of the

existence of these extremely weakly bound helium molecules, which before their work was

open to debate.

In 2014, Vilesov and collaborators at S.L.A.C. detailed an experiment where 4He nan-

odroplet beams with Nd ∼ 108 − 1011 were imaged with a bright pulsed x-ray beam with

λ = 8.2 Å [76], in which they report several interesting observations. They observed that

approximately 98% of the droplets in the beam had elliptical cross-sections, with aspect

ratio b/a ≤ 2.3. Further, after doping the nanodroplets with xenon atoms and imaging

the nanodroplet beam with x-ray pulses, they observed filaments that were consistent with

xenon atoms trapped along the cores of quantized vortices, and observed the presence of

vortex arrays with a period of approximately 200 nm. From an x-ray image of a droplet
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with d = 2.2 µm, they observed a vortex density nv = 4.5 × 1013 m−2, corresponding to

the presence of 170 vortices in the droplet.

To date, large numbers of the noble gas atoms, alkali and alkaline earth atoms, tran-

sition metal atoms, lathnanide atoms, organic molecules, and even amino acids have been

studied in the infrared, visible, or near ultraviolet within helium nanodroplets [83, 95]. Ex-

periments carried out at the University of Göttingen have even shown that metal atoms can

be captured within a nanodroplet. Other experiments have found that chemical reactions in

nanodroplets can exhibit much larger reaction rates due to the low temperature. An example

of such a reaction is Ba + N2O→ BaO∗+N2. Studies of bimolecular interactions in a liquid

helium nanodroplet may facilitate the in-depth study of multi-step chemical reactions, and

even allow for the control of reaction pathways [122, 95].

2.3.3 Electrostatic Levitation of Liquid Helium Drops

In 1997, Niemela of the University of Oregon demonstrated the electrostatic levitation

of charged superfluid 4He droplets [123]. These experiments were the first to demonstrate

the trapping of a drop for td � 25 ms. By using a fountain pump, he could deliver the

superfluid to a vessel out of which the superfluid would creep in the form of a thin film.

The superfluid film would then flow over an electrode before dripping off the end, under the

acceleration of gravity. He used the electrode to initiate a weak coronal discharge, ionizing

helium atoms in the liquid as they dripped off the end of the electrode. He was left with

positively charged 4He drops with d ≤ 150 µm with a total charge Qd ∼ +105e, which

would fall, under gravity, into a region between a set of levitation electrodes. Using active

control of the vertical component of the electric field between the levitation electrodes, he

could stably levitate the drops for up to 20 minutes.

The force balance condition for electrostatic levitation is given by mg = QdE, where

m is the drop’s mass, g is the acceleration of gravity, and E is the electric field. It is

worth noting that one would expect the electrostatic levitation of charged drops to require
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active control of the electric field, due to Earnshaw’s theorem, which essentially states

that electric charges cannot be stably bound in an electrostatic potential well. Earnshaw’s

theorem concerns local minima in any vector component of an electrostatic field. Because

vector components of the electric field have no local minima, a charge cannot be stably

bound in the associated potential. Niemela was able to levitate the drops by manually

tuning the electric field strength that counteracts the gravitational force on the charged

drop on a 10-minute timescale.

On the other hand, an electrostatic (magnetostatic) field can be used to levitate an

object, provided the levitation condition depends on a local minimum in the magnitude

of the electric (magnetic) field. In 1995, the Maris and Seidel groups at Brown Univer-

sity demonstrated the use of an optical dipole trap to levitate superfluid 4He droplets with

d ≈ 10 − 20 µm in 4He vapor at P ∼ 1 bar and T ≈ 2 K for up to 3 minutes [124]. They

applied a strong drive to a hemispherical, concave piezoelectric transducer submerged ≈2

mm beneath the surface of a liquid helium bath. When the transducer was driven near reso-

nance by a signal with drive frequency fdrive ≈ 1.1 MHz and amplitude Vdrive ≈ 10 Vrms,

a mist of superfluid droplets was ejected. Some of those droplets were captured by a trap

formed by two focused counter-propagating lasers with total PL = 4 W, λ = 1, 064 nm

and beam radius w = 40 µm at the focal plane. For Vdrive > 10 Vrms, they observed a

fountain of drops with d ≈ 500 µm emerge from the liquid surface in the vicinity of the

acoustic focus. However, the drops created with the fountain technique were too large to

be levitated with their laser trap.

In directions transverse to the trapping beams’ propagation axis, the transverse trap

frequency f
(trans)
trap ≈ 200 Hz and along the propagation axis the axial trap frequency

f
(axial)
trap ≈ 2.5 Hz. They mention that, while single drops with levitation lifetimes td = 3

minutes were observed, td ≈ 30 s was most common. They estimated that for the largest

droplets td ≈ 200 s. However, the droplets were generally lost from the trap before evapo-

rating completely, due to instabilities in the trap or disturbances in the levitation chamber.
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They believed the trap instabilities arose due to vibrations of their cryostat which couple

to the droplet’s motion through viscous interaction with the gaseous environment, while

liquid drops from condensation of gas on cold surfaces above the trap could drip and in-

terrupt the beam path, allowing the axial force from one of the trap beams to push the

previously trapped droplet out of the trap. Importantly, they provide detailed explanations

regarding why the observation of droplets with small td were not due to optical absorp-

tion (which is negligible in liquid helium), but to a non-equilibrium thermodynamic effect.

More specifically, the curved surface of a trapped droplet and the planar surface of liquid

helium beneath it necessarily cannot be at the same temperature, resulting in heat flow from

the warmer planar surface into the colder trapped droplet.

2.3.4 Diamagnetic Levitation of Liquid Helium Drops

The same groups at Brown University also reported the use of diamagnetic levitation

to trap neutral or charged drops [125, 126]. The basic principle of this approach is that a

powerful magnetic field will create a magnetic moment in the liquid helium, while a field

gradient will apply a force to the moment. If the magnetic force is balanced against gravity,

a helium drop can be suspended. Further details on the theory of diamagnetic levitation are

provided in section 2.3.4.

The groups at Brown University used a superconducting magnet to generate the mag-

netic field necessary for trapping helium. In a first attempt to magnetically levitate helium

drops, they tried the same droplet production method from their work on laser levitation.

They found that the production of droplets had a strong dependence on the liquid helium

surface height above the transducer; in combination with the transducer limiting optical

access, this method was deemed unsuitable for their purposes. The next method they tried

was to allow liquid helium to flow down the levitation chamber’s wall, before being pulled

into the trap via magnetic forces. This process generated drops uncontrollably, and, more

often than not, would lead to the liquid flowing to the bottom of the chamber instead of into
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the trap. In their next attempt they generated a liquid helium mist via two methods. In the

first method, they rapidly cooled the levitation chamber’s walls while adding helium gas to

the chamber, causing the gaseous helium to condense into a mist of tiny liquid drops that

coalesced to form a larger drop. In the second method, they pumped on a liquid helium

puddle in their levitation chamber, causing it to boil and eject a liquid helium mist. Again,

this mist could then coalesce into a larger drop. The helium mist method was not suitable

for their purposes because they found that they could not control the agglomerated drop’s

size or temperature at the level they would have liked. Their last, and preferred, method

was to introduce liquid helium directly into the trap via a capillary tube whose end was sit-

uated at the edge of the trap. They used a capillary line that was thermally anchored to both

the helium bath of their cryostat and an internal 4He pot. Upon pressurizing this capillary

with He gas at its room temperature, and liquid would emerge from the end of the capillary

in the cryostat and flow onto a thin wire of diameter 0.1 mm before being pulled into the

trap. Drop formation with the capillary method was not easily controlled by varying the

gas pressure applied to the room temperature end of the capillary, due to the unintentionally

large impedance of the line. However, the flow of liquid through the capillary depended

on the relative temperatures of 4He pot and the levitation chamber walls, allowing them to

produce drops with the size control they desired. This capillary delivery method allowed

the groups at Brown University to create and levitate liquid helium drops with d ≤ 2 cm at

T ≥ 650 mK in a gaseous environment. These drops exhibited oscillation frequencies ∼ 1

Hz, in agreement with what one would expect from theory described in section 2.3.4.

Initially, the groups at Brown University mainly focused on the non-coalescence of liq-

uid helium drops in the trap. They observed that when one drop was held in the trap and

another drop was added to the trap, the two drops would occasionally appear to remain in

contact without coalescing. They found the non-coalescence of levitated drops to be the

result of a layer of vapor between the drops, which kept the liquid surfaces from making di-

rect contact with each other. Due to the non-equilibrium conditions present in the levitation
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chamber, the vapor layer was sustained by continued evaporation as the drops cooled. Oc-

casionally, the drops would bounce off of one another before coming to rest. At sufficiently

low magnet current (where the equipotentials shift from oblate to prolate), two small non-

coalescing drops would stack themselves vertically in the trap, as opposed to resting hori-

zontally side-by-side at larger currents. They observed the area of contact to appear planar,

where each drop exhibited a shape similar to that of a liquid drop resting on a non-wettable

flat surface; there were no sharp corners at the edges of the contact region. Coalescence of a

pair of drops was observed to result from mechanical disturbance to the trapped drops, such

as an additional drop colliding with the trapped pair, or sudden increases in the pressure

in the levitation chamber. Non-coalescence was only observed above the superfluid tran-

sition temperature, which is to be expected because the non-uniform pressure distribution

forcing the drops apart in the trap means that there must also be a non-uniform temperature

distribution on the surface of the liquid; such non-uniform surface temperature is strongly

suppressed by the large thermal conductance of superfluid helium.

In another set of experiments by the groups at Brown University, they measured the

shape oscillations of magnetically levitated, positively-charged superfluid 4He drops with

d ≈ 5 mm [127, 128]. Helium is only weakly polarizable, making it difficult to use electric

fields to induce shape oscillations in liquid helium. As a result, the groups at Brown Uni-

versity used electrodes surrounding the levitation region to initiate an electrical discharge

through the levitated drop, ionizing many helium atoms and leaving the drop charged with

approximately 106 He+. With this level of charge, they could apply to the levitated drop an

AC electric field of magnitude Edrive = 100 V/m, resonant with the shape oscillation’s nat-

ural frequency, and induce shape oscillations with amplitudes ∼ 10−1d. They illuminated

the drop with a laser, and collected the light that exited the cryostat on a photodetector.

The drop’s changing local radius of curvature would cause a varying amount of divergence

of the laser, resulting in power fluctuations at the photodiode. The current from the pho-

todiode was fed into a lock-in amplifier, allowing them to measure changes in a drop’s
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radius ∼ 5× 10−5d. They reported measurements of driven surface waves on the levitated

drops, which are a discrete set of oscillation modes whose restoring force is provided by

the surface tension; these modes are described in detail in section 2.4.2.

The groups at Brown University mention that they observed the first 15 of these os-

cillation modes. They do not explicitly show measurements of them most of them, but

do show the resonance of the lowest order surface mode, along with a measurement of its

ring-down. They observed the lowest order surface mode to have an oscillation frequency

≈ 8.8 Hz with a decay rate ≈ 20 mHz. They found that the charges on the drop do not

significantly contribute to the surface wave decay rates. Further, they measured the decay

rate of the lowest order surface mode and found that it agreed well with predictions of a

hydrodynamic model, which took into account the two fluids within the drop (superfluid

and normal fluid) and the effects of the vapor surrounding the drop.

Lastly, in work reported in 2002, the groups at Brown University used measurements of

the lowest order surface modes of a levitated drop with d ≈ 2 mm to measure the surface

tension σ of liquid 4He as a function of temperature, for 0.6 < T < 1.6 K. They found

σ = (3.75± 0.004)× 10−4 N/m2.

In their 2002 paper, the groups at Brown University also showed the broken degeneracy

of the `d = 2 (fundamental) surface mode, induced by the trap anisotropy (discussed in

section 2.3.4). The broken degeneracy resulted in a resonance spectrum with three doubly-

degenerate resonances.

Theory of Diamagnetic Levitation

Owing to the non-zero magnetic susceptibility of 4He, a magnetic field can be used to

generate a magnetic moment in 4He. In addition, a field gradient can be used to apply a

force on this magnetic moment. With suitable values of the magnetic field and magnetic

field gradient, one can balance the magnetic force acting on the 4He with the gravitational

force acting on it. It is the diamagnetism of 4He that provides the equilibrium point with
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stability.

Magnetic levitation of a helium drop enables the creation of an optomechanical system

made entirely of helium. Levitating a drop in vacuum allows the optical mode to be stored

entirely in the drop/vacuum. As a result, the optical modes are expected to have very low

loss, and not to contribute to heating of the optomechanical system. Levitation also removes

the clamping loss associated with many mechanical oscillators. The very low optical loss

and absence of clamping positions a levitated helium drop as an intriguing system with

which one could possibly reach new regimes of quantum optomechanics. Furthermore,

magnetic levitation of a liquid helium drop may allow the drop to be used as a tool to study

open question in fluid dynamics. In what follows, I derive the conditions necessary to trap

a 4He drop by balancing the gravitational force acting on it with a repulsive diamagnetic

force, and to ensure three dimensional stability.

The potential energy density of an object with mass density ρ, under the influence of

gravitational acceleration g, with permeability µ = µ0µr, and magnetic induction B due to

an external auxiliary field H can be written as

U(x, y, z) = UG(z) + UB(x, y, z) (2.89)

where

UG(z) = ρgz (2.90)

and

UB(x, y, z) =
1

2
H · B (2.91)

Noting that

B = µH (2.92)
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the magnetic potential energy UB can be rewritten as

UB(x, y, z) =
B2

2µ
=

B2

2µ0µr

=
B2

2µ0(1 + χvol)
(2.93)

where χvol is the unitless volume magnetic susceptibility. For diamagnetic materials, χvol <

0, and it is this fact that mathematically suggests the possibility of stable levitation by a

balance between the gravitational force and diamagnetic repulsion of the external auxiliary

field. In the case that |χvol| � 1, which is the case for liquid 4He (χvol ≈ −8.6× 10−7),

1

1 + χvol

≈ 1− χvol (2.94)

Substituting equation 2.94 into equation 2.93, one finds that the magnetic potential energy

density takes the form

UB(x, y, z) =
B2

2µ0

− χvol
B2

2µ0

(2.95)

One can interpret the first term in equation 2.95 as the energy density stored in the auxiliary

field, and the second term as the energy density stored in the diamagnet through magnetic

induction. The second term in equation 2.95 is of interest, as it produces diamagnetic

repulsion, which can be balanced against gravity.

I define a new quantity UD which contains the potential energy density responsible for

the forces on the diamagnet

UD(x, y, z) = ρgz − χvol
B2(x, y, z)

2µ0

(2.96)

With the exception of superconductors, materials which exhibit diamagnetism have

small values of χvol, making them difficult to levitate. As such, the levitation of non-

superconducting diamagnets typically requires the use of powerful solenoids to generate the

field strengths required for levitation. In what follows, I consider levitation in a powerful

solenoid. In a region near the central axis of a solenoid there are no free charges, and so
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Figure 2.15: The potential energy contours of a levitated 4He drop with radius R0 = 1
mm, with contributions from the gravitational field and the diamagnetic response of the
4He. The contours are plotted for magnet current a) I = 115.8 A, b) I = 116.4 A and c)
I = 118.0 A.
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the magnetic field produced is irrotational:

∇× B = 0 (2.97)

Equation 2.97 allows one to express B as the gradient of a magnetic scalar potential Φ

B = ∇Φ(x, y, z) (2.98)

Due to the fact that∇ · B = 0,

∇2Φ(x, y, z) = 0 (2.99)

In the ideal case of rotational symmetry about the axis of the solenoid, the second deriva-

tives of the potential with respect to x and y must be equal. Noting this, equation 2.99

suggests
∂2

∂x2
Φ(x, y, z) =

∂2

∂y2
Φ(x, y, z) = −1

2

∂2

∂z2
Φ(x, y, z) (2.100)

If the coordinate system is defined such that the levitation point occurs at the origin, one

may begin inspecting the equilibrium and stability by Taylor expansion of Φ(x, y, z) around

the point (0, 0, z):

Φ(x, y, z) =Φ(0, 0, z)+

∂

∂x
Φ(0, 0, z)x+

∂

∂y
Φ(0, 0, z)y+

1

2!

(
∂2

∂x2
Φ(0, 0, z)x2 +

∂2

∂y2
Φ(0, 0, z)y2 + 2

∂2

∂x∂y
Φ(0, 0, z)xy

)
+

1

3!

(
∂3

∂x3
Φ(0, 0, z)x3 +

∂3

∂y3
Φ(0, 0, z)y3 + 3

∂2

∂x2

∂

∂y
Φ(0, 0, z)x2y

+ 3
∂

∂x

∂2

∂y2
Φ(0, 0, z)xy2

)
(2.101)

I define Φ(0, 0, z) = φ(z). In efforts to completely describe the magnetic potential in terms

of its on-solenoid-axis components, and their derivatives, one can Taylor expand φ(z) to
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third order as

φ(z) = φ(0) +
∂φ(0)

∂z
z +

1

2

∂2φ(0)

∂z2
z2 +

1

6

∂3φ(0)

∂z3
z3 (2.102)

As described in the first section, the potential energy density of the diamagnetic sphere in

the solenoid’s magnetic field B depends on B2, which can conveniently be described using

the magnetic scalar potential:

B2(x, y, z) = B ·B =

(
∂

∂x
Φ(x, y, z)

)2

+

(
∂

∂y
Φ(x, y, z)

)2

+

(
∂

∂z
Φ(x, y, z)

)2

(2.103)

Up to second order in the coordinates, substitution of equations 2.101 and 2.102 into equa-

tion 2.103 yields after a great deal of algebraic manipulation

B2(x, y, z) =

(
1

4

(∂2φ(0)

∂z2

)2

− 1

2

∂φ(0)

∂z

∂3φ(0)

∂z3

)
x2

+

(
1

4

(∂2φ(0)

∂z2

)2

− 1

2

∂φ(0)

∂z

∂3φ(0)

∂z3

)
y2

+

(
∂φ(0)

∂z

)2

+ 2
∂φ(0)

∂z

∂2φ(0)

∂z2
z +

((∂2φ(0)

∂z2

)2

+
∂φ(0)

∂z

∂3φ(0)

∂z3

)
z2

(2.104)

Equation 2.104 can be simplified in the following manner, yielding

B2(r, z) = B2 + 2BB′z +

(
1

4
B′2 − 1

2
BB′′

)
r2 +

(
B′2 +BB′′

)
z2 (2.105)

where the radial coordinate r =
√
x2 + y2 and B = ∂φ(0)

∂z
, B′ = ∂2φ(0)

∂z2
, and B′′ = ∂3φ(0)

∂z3

are the z-components of the on-axis magnetic field, the first z-derivative of the on-axis

magnetic field, and the second z-derivative of the on-axis magnetic field at the levitation

point, respectively.

Figure 2.15 shows a plot of the potential energy of a 4He drop with radius R0 = 1 mm

in Earth’s gravitational and the magnetic field produced by the superconducting solenoid

used in this thesis. What can be noticed immediately is that there are local potential minima
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– levitation points – at each of the three solenoid currents used to generate the plots in

figure 2.15. The magnetic trap is ∼ 10 pJ deep, corresponding to a trap depth of ∼

1012 Kelvin. As the current flowing through the solenoid is increased from 115.8 A to

118.0 A, the levitation point moves upward against gravity, and the shape of the contours

near the levitation point change from prolate to oblate. Note that for the potential energy

contours shown, the conversion between current and magnetic field strength is 7.81 A/T at

the magnet’s center. The ability to change the shape of the trap is useful because it allows

one to change the shape of the levitated drop.

At the levitation point (r = 0, z = 0), the z-direction equilibrium condition can be

explicitly written down as

−∂UD

∂z

∣∣∣∣
z=0

=
χvol

2µ0

∂

∂z
B2(r, z)− ρg

∣∣∣∣
z=0

= 0 (2.106)

From equation 2.106, one finds that in order to suspend a magnet object in a gravitational

field
µ0ρg

χvol

= BB′ (2.107)

The necessary|BB′| = 20.7 T2/cm for a 4He drop.

To achieve stability of the equilibrium point defined by equation 2.106, one must ensure

∂2

∂r2
UD(r, z), ∂

2

∂z2
UD(r, z) > 0; i.e., that the r-direction and z-direction curvatures of the

potential energy density are positive. Positive curvature is guaranteed for a diamagnet with

χvol < 0.

For sufficiently low magnet currents, the gravitational force is not balanced by the mag-

netic force, so there is no levitation point. For sufficiently high magnet currents, radial

stability is lost and a drop cannot be trapped (note the trend for increasing current in fig-

ure 2.15).

It is worth noting that it may be possible to levitate drops of 3He, as well. However,

the diamagnetic response (which results from the electronic orbitals) is partially offset by
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Figure 2.16: The Y 0
2 (θ, φ) spherical harmonic deformation amplitude of a drop versus the

drop’s unperturbed radius. This curve was generated using a magnet current of 118 A.

the paramagnetic response of the 3He nucleus, which has spin 1/2. In thermal equilibrium,

the paramagnetic response increases as the temperature is decreased, and would render the

liquid 3He paramagnetic (χvol > 0), and hence untrappable, for T ∼ 1 K [129, 130, 131].

Thus, it could become necessary to drive the 3He sample with microwaves to effectively

average out the nuclear spin before diamagnetic levitation becomes possible.

Magnetic Field-Induced Static Deformations of a Levitated Helium Drop

By inspecting figure 2.15, it is clear that it is possible to change the shape of the levitated

drop by varying the current in the solenoid. As elaborated upon in section 2.6.1, the shape

of the levitated drop can affect the frequencies of the WGMs in a significant manner and

lift a huge degeneracy of WGMs. To determine the shape of the drop, the surface tension

contribution to the drop’s energy must be added to the gravitational and magnetostatic

energy contributions and the resulting total energy must be minimized. Next, I follow

reference [126] and review a derivation of the distortion of a levitated drop due to the

magnetic trap. Using the expansion from 2.169, and assuming that the distortions cause a

change in the radius that is small compared to the radius itself, the radius R(θ, φ) of the
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drop can be expressed as

R(θ, φ) = R0

(
1 + a0,0Y

0
0 (θ, φ) + a2,0Y

0
2 (θ, φ)

)
(2.108)

where the term a0,0Y
0

0 is necessary to ensure the volume of the drop remains constant when

a2,0 6= 0. To second order in the expansion amplitudes a0,0 and a2,0, the volume of the drop

can be written as

V =
4

3
πR3

0

(
1 +

3a0,0

2
√
π

+
3a2

0,0

4π
+

3a2
2,0

4π

)
(2.109)

The volume of the drop should be independent of a2
2,0 up to second order, which can be

achieved by setting a0,0 = −a2
2,0/(2

√
π). The energy stored in the drop as a result of

surface tension Es = σS, where S is the surface area. This can be written as

Es = 4πσR2
0

(
1 +

a2
2,0

2π

)
(2.110)

to lowest order in a2,0. On the other hand, the volume energy, which can be found by

integrating the potential energy density of equation 2.95 is

EV =
4πr5

0

15

(
(kz + 2kr)−

√
5π (kr − kz) a2,0 + (2kr + 5kz)

a2
2,0

7

)
(2.111)

where I have made use of the spring constants kr and kz associated with the center-of-mass

motion and defined in equations 2.114 and 2.115.

Minimization of the total energy Es + EV as a function of of a2,0 gives

a2,0 =
14

3

√
π

5

(kr − kz)R
3
0

(2kr + 5kz)R3
0 + 14σ

, (2.112)

which is plotted in figure 2.16 for a magnet current of 118 A. As can be seen in figure 2.16,

the amplitude of the deformation is sensitive to the unperturbed radius R0 of the drop.

It’s useful to remember that because the potential energy density was used, the spring
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Figure 2.17: The Y 0
2 (θ, φ) spherical harmonic deformation amplitude of a drop versus the

magnet current. This curve was generated for a drop with a radius of 250 µm. These plots
indicate that the drop changes from oblate to prolate at a magnet current ≈ 116.5 A.

constants kr and kz have been defined per unit volume. For radial deflection amplitudes

that are small compared to the drop radius, the volume-conserving term in equation 2.108

can be neglected. Then, the drop radius can be expressed as R(θ) = R0(1 + δR(θ)), where

the deflection of the drop radius δR(θ) can be written (using equation 2.158) as

δR(θ) =
7

6

(kr − kz)R
3
0

(2kr + 5kz)R3
0 + 14σ

(
3 cos2 θ − 1

)
(2.113)

For clarity, in this coordinate system when θ = π/2, a vector that is normal to the surface

of the drop at that location is orthogonal to the symmetry axis of the levitation magnet.
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Using equations 2.112 and 2.113, figure 2.17a shows the Y 0
2 -deflection amplitude plotted

against the current flowing through the magnet and figure 2.17b shows the corresponding

radial bulge at the equator (θ = π/2) for a drop with R0 = 250 µm.

2.4 Mechanical Motion of a Levitated Helium Drop

A levitated liquid helium drop can undergo several types of mechanical motion. The

five types of mechanical motion that will be discussed in this thesis are: center of mass

(COM) motion, surface modes, bulk modes, acoustic WGMs and rotation. Here, we give

a brief overview of these modes; more detailed discussion can be found in sections 2.4.1-

2.4.5.

The COM of a levitated 4He drop with magnetic susceptibility χvol can undergo har-

monic motion in a magnetic field that traps the drop. The restoring force for this motion

is provided by the magnetic trap. In practice, the COM frequency ωCOM/2π ∼ 1 Hz, and

it has no direct coupling to the optical WGMs. However, understanding the COM motion

is useful for characterizing the trapping potential, and because COM motion can spoil the

alignment between a laser beam and the drop’s optical WGMs.

Surface modes experience a restoring force set by the drop’s surface tension σ. For a

drop with R0 ∼ 1 mm, the surface mode frequencies are ωsurf/2π ≈ 23 Hz and “harmon-

ics” thereof. These modes couple to optical WGMs by changing the drop circumference

that the optical WGM experiences. The resulting optomechanical coupling is described by

the standard optomechanical Hamiltonian. These modes are of particular interest for this

thesis.

Bulk modes experience a restoring force set by the drop’s bulk modulus B. For R0 ∼ 1

mm, the bulk mode frequencies are ωbulk/2π ≈ 120 kHz and “harmonics” thereof. These

modes couple to optical WGMs via a combination of density and shape changes, and the

resulting optomechanical coupling is described by the standard optomechanical Hamilto-
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nian. However, they are not the main interest in this thesis.

Acoustic WGMs are bulk modes that have optimal spatial overlap with optical WGMs.

The coupling g0 between acoustic and optical WGMs is estimated in section 2.6.3, and

is optimized when λopt = 2λaWGM. For λopt = 1550 nm, the acoustic WGM frequency

ωaWGM/2π ≈ 315 MHz.

The drop’s rotational motion deforms the drop’s shape via the centrifugal force, and

thus detunes the optical WGMs. However, rotational motion is not equivalent to a har-

monic oscillator, and the interaction of rotation with optical WGMs is not described by the

standard optomechanical coupling Hamiltonian.

2.4.1 Center of Mass Motion in a Magneto-Gravitational Trap

To achieve stability of the equilibrium point defined by equation 2.106, one must ensure

∂2

∂r2
UD(r, z), ∂

2

∂z2
UD(r, z) > 0; i.e., that the r-direction and z-direction curvatures of the

potential energy density are positive. Then, for small displacements from equilibrium,

− ∂2

∂r2
UD(r, z) and − ∂2

∂z2
UD(r, z) give the spring constants kr and kz, associated with the

restoring forces of the magnetic trap. As a result, the radial and axial angular frequencies

of small oscillations about the equilibrium point are given by

ωr =

√
kr

ρ
=

√
−χvol

µ0ρ

(
1

2
(B′)2 −BB′′

)
(2.114)

and

ωz =

√
kz

ρ
=

√
−2χvol

µ0ρ

(
(B′)2 +BB′′

)
(2.115)

The drop’s volume does not appear in equations 2.114 or 2.115, so the drop’s oscillation

frequencies are independent of its size.

The values for the axial magnetic field and its derivatives are obtained by fitting axial

magnetic field strength data provided by Oxford Instruments for the solenoid used in the

experiments discussed in this thesis. A magnet current I = 116 A is predicted to provide
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B ≈ 11 T, B′ ≈ −188 T/m, and B′′ ≈ −2270 T2/m2 at the levitation point zlev ≈ 4 cm

above the magnet’s center for a 4He drop with χvol ≈ −8.6× 10−7 (χ(CGS) ≈ 1.89× 10−6)

and ρ = 145 kg/m3. In this case, we expect ωr/2π ≈ 1.7 Hz and ωz/2π ≈ 1.2 Hz.

Note that in the literature, values for the magnetic susceptibility of different elements

are often given in CGS units and defined per mole (and the units are sometimes not specified

clearly). The conversion to χvol is given by

χvol = 4π × 10−6 ρ

M
χ

(CGS)
mol (2.116)

where M is the molar mass.

2.4.2 Surface Waves on a Levitated Helium Drop

Surface modes in a levitated drop are approximately volume-conserving and have an

effective mass ∼ the drop’s total mass. Their restoring force is set by surface tension σ,

which is much weaker than the restoring force set by the bulk modulus B. As a result,

one would expect ωsurf to be small compared to ωbulk. The drop shape distortions induced

by surfaces modes are well-suited to detune optical WGMs because the surface modes

alter the drop’s (local) radius by an amount δR, leading to ∆ωopt ∝ ∂ωopt/∂δR. This

coupling between the surface modes and the optical WGMs is conceptually equivalent to

the movable end-mirror optomechanical system in section 2.1.2. Small ωsurf leads to large

zero-point fluctuations xzpf , and since g0 = xzpf∂ωopt/∂δR, g0 is large. More specifically,

g0 is large with respect to the couplings found in other mm-scale WGM resonators, and it

is large compared to ωsurf .

To provide a quantitative derivation of these features, we begin with the Navier Stokes

equation, which describes the behavior of a fluid with mass density field ρ(r, t), viscosity

ν, pressure field P (r, t) and velocity field v(r, t), and we apply it to the case of a levitated
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4He drop whose COM is at rest:

ρ

(
∂v

∂t
+ v · ∇v

)
= −∇P̄ + ν∇2v +

1

3
ν∇(∇ · v) (2.117)

where

P̄ = P − ζ∇ · v (2.118)

and ζ ∝ ν is the volume viscosity. It is useful to note the vector identity

v · ∇v = (∇× v)× v +
1

2
∇v2 (2.119)

Liquid 4He becomes pure superfluid for T . 800 mK (which is expected for a 4He

drop levitated in vacuum – see section 2.5.1), so we set ν = 0. Furthermore, superfluids

undergo irrotational flow, which means ∇× v = 0. In this case, equation 2.117 simplifies

to

ρ

(
∂v

∂t
+

1

2
∇v2

)
= −∇P (2.120)

The drop’s normal modes of oscillation consist of small density and pressure fluctua-

tions about their equilibrium values, such that

P (r, t) = P0 + δP (r, t) (2.121)

ρ(r, t) = ρ0 + δρ(r, t) (2.122)

where P0 and ρ0 are the equilibrium pressure and density, respectively, and δP � P0, δρ�

ρ0. Because δP and δρ0 result only in small velocities, and terms that are quadratic in the

fluctuations are also small, substituting equations 2.121 and 2.122 into equation 2.120 gives

a further simplified form of the Navier Stokes equation:

ρ0
∂v

∂t
= −∇δP (2.123)
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The fluid flow in the drop must also satisfy the mass conservation equation

∂ρ

∂t
= −∇ · (ρv) (2.124)

which after substitution of equations 2.121 and 2.122 into equation 2.124 gives

∂

∂t
δρ = −ρ0∇ · v (2.125)

Equations 2.123 and 2.125 determine the fluid flow, and they are connected through the

relation

δP (r, t) =

(
∂P0

∂ρ0

)
S

δρ(r, t) (2.126)

where the subscript S denotes constant entropy; here, we are considering oscillations that

are adiabatic with respect to microscopic thermal fluctuations.

In what proceeds, I follow references [59, 132] and derive the surface mode spectrum.

Since∇× v = 0, the velocity field v can be described by a scalar potential such that

v = ∇ψ(r, t) (2.127)

Equations 2.123, 2.125 and 2.126 can be combined to find the following wave equation for

ψ(r, t):

∂2

∂t2
ψ(r, θ, φ, t)− u2

c∇2ψ(r, θ, φ, t) = 0 (2.128)

where we have used the gauge invariance of ψ to absorb a spatially constant offset [59],

and uc =

√(
∂P0

∂ρ0

)
S

is the speed of sound in the liquid.

Because the liquid drop is levitated, one would expect the drop’s surface tension to

minimize its surface area and thus yield a spherical drop. As a result, it is natural to use

a spherical polar coordinate system with its origin at the drop’s center. In this case, it is
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well-known that the eigenmodes of equation 2.128 are given by

ψqd`dmd
(r, θ, φ, t) = Aqd`dmd

j`d(kqd`dr)Y md
`d

(θ, φ)e−iωqd`d
t (2.129)

where Aqd`dmd
is the mode amplitude, j`d(kqd`dr) is a spherical Bessel function, Y md

`d
(θ, φ)

is a spherical harmonic and ωqd`d is the surface mode frequency. The quantity qd indexes

the radial nodes of the velocity potential in the drop. For surface modes, there are no radial

nodes, so qd = 0; I will suppress it during the subsequent derivation of the surface mode

spectrum and restore it when we consider bulk modes.

There are two boundary conditions that can now be applied to ψ, in order to find ω`d .

The first boundary condition relates the velocity at the drop’s surface to the time-derivative

of its surface distortion, and the second boundary condition relates the pressure at the drop’s

surface to the additional pressure from surface tension that is caused by the surface distor-

tion. Towards the goal of finding ω`d , it is useful to parameterize the drop’s shape distortion

in terms of its local radius R in the following manner

R(θ, φ, t) = R0 + δR(θ, φ, t) (2.130)

where R0 is the equilibrium drop radius and δR describes the drop’s surface distortion.

For δR� R0, the first boundary condition requires that

∂

∂r
ψ(r, θ, φ, t)

∣∣∣∣
r=R0

=
∂

∂t
δR(θ, φ, t) (2.131)

In order to apply the second boundary condition, one must account for the pressure

inside and outside the drop. The pressure inside the drop must equal the pressure outside

the drop pout plus the contribution from the surface tension σ. The Young-Laplace equation
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expresses this equality as

P (r, t) = Pout + σ

(
1

R1

+
1

R2

)
(2.132)

where R1 and R2 are the principle radii of curvature that describe the curvature at the

point r lying on the drop’s surface. Here, I set Pout = 0, since the drop is in vacuum. In

reference [133], Landau and Lifshitz provide an expansion of 1/R1 +1/R2 to leading order

in δR:
1

R1

+
1

R2

=
2

R0

− 1

R2
0

(
2 +∇2

θφ

)
δR (2.133)

where∇2
θφ is the angular part of the Laplacian in a spherical coordinate system. Linearizing

equation 2.132 by substituting into it equation 2.121, then substituting into it equation 2.133

gives

P0 =
2σ

R0

(2.134)

δP = − σ

R0

(
2 +∇2

θφ

)
δR (2.135)

The velocity potential ψ allows δP to be expressed as [59]

δP = −ρ0
∂ψ

∂t
(2.136)

At the drop’s surface, equations 2.135 and 2.136 should be equal, which gives:

ρ0
∂ψ

∂t

∣∣∣∣
r=R0

=
σ

R2
0

(2 +∇2
θφ)δR (2.137)

After taking the time derivative of equation 2.137 and substituting into it the first boundary

condition (equation 2.131), we find the second boundary condition:

ρ0
∂2ψ

∂t2

∣∣∣∣
r=R0

=
σ

R2
0

(2 +∇2
θφ)

∂ψ

∂r

∣∣∣∣
r=R0

(2.138)
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Recalling the fact that

∇2
θφY

md
`d

(θ, φ) = −`d(`d + 1)Y md
`d

(θ, φ) (2.139)

substituting the expression for the normal mode’s velocity potential (equation 2.129) into

equation 2.138 allows one to read off the surface wave frequencies ωsurf

ω`d = ωsurf =

√
`d(`d − 1)(`d + 2)σ

ρ0R3
0

(2.140)

For a superfluid 4He drop with ρ = 145 kg/m3, σ = 3.75 × 10−4 J/m2 and R0 = 1 mm,

the fundamental surface mode has ω`d=2/2π ≈ 23 Hz. Similar to the optical WGMs, these

surface modes are (2`d + 1)-fold degenerate in a spherical drop. It is important to note that

`d ≥ 2. This is because `d = 0 corresponds to breathing modes, which are restored by

B. The `d = 1 mode corresponds to translation of the drop’s COM, which equation 2.140

correctly predicts to be zero (i.e. in the absence of a trap).

The (2`d + 1)-fold degeneracy of surface modes can be broken by deforming the drop

from a sphere to an oblate or prolate spheroid. Such deformation can occur depending on

the magnetic field that is used to levitate the drop. For more details on static deformation

of a levitated drop induced by the magnetic trap, see section 2.3.4.

For a surface mode with index `d, 2πR0 = `dλd, where λd is the surface mode wave-

length. The index `d is associated with the surface mode angular momentum, and there is

another index md that is associated with the projection of the angular momentum onto the

symmetry axis of the levitation magnet. The index md takes on all integer values such that

|md| < `d, so there are 2`d + 1 modes for each `d. The index md can be associated with the

wave traversing different great circles around the drop. In a spherically-symmetric drop,

the circumference is the same for all great circles, so all 2`d +1 modes satisfy 2πR0 = `dλd

with the same λd, and thus all the modes are degenerate (which is why md was suppressed

in the derivation of equation 2.140). However, in a non-spherical drop every great circle



CHAPTER 2. BACKGROUND AND MOTIVATION 91

does not have the same circumference, but the ±md mode pair does. Then, for each ±md

mode pair, `dλ
(m)
d must equal the drop circumference at the corresponding great circle. As

a result of the drop’s shape deformation, a surface mode that was (2`d + 1)-fold degener-

ate in a spherical drop is split into `d + 1 modes in a spheroidal drop. The `d + 1 modes

consist of a non-degenerate mode with md = 0 and `d doubly degenerate mode pairs with

index ±md. This double degeneracy is a result of time-reversal symmetry, and would not

be present in a spinning drop.

Surface Mode Loss in a 4He Drop

At temperatures T < 450 mK (which is expected for a liquid helium drop levitated in

vacuum – see section 2.5.1), surface modes are expected to decay primarily via interactions

with phonons in the bulk. However, for a drop with radius R, the form of the surface

mode (ripplon) damping depends on where or not the mean-free-path Lmfp of phonons in

the liquid is such that Lmfp � R (viscous regime of phonon propagation) or Lmfp � R

(molecular regime of phonon propagation). A drop with T < 450 mK has Lmfp � R. In

what follows, we estimate Lmfp, and briefly describe the ripplon-phonon interactions that

lead to surface mode damping in the molecular (ballistic) phonon propagation regime.

Lmfp is temperature dependent and given by [83]

Lmfp ≈
3µ(T )ρ0

ρn(T )uc

(2.141)

where µ(T ) is the dynamic viscosity (associated with the liquid helium’s normal fluid com-

ponent, which is non-zero for T > 0), ρ0 is the liquid’s mass density, ρn(T ) is the mass

density associated with the liquid helium’s normal fluid component and uc is the speed of

sound.

For T < 450 mK, the roton contribution to ρn(T ) is negligible (see section 2.3.1) [84],
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leaving only the contribution from phonons, which is given by

ρn(T )

ρ0

=
2π2k4

B

45~3u5
cρ0

T 4 (2.142)

As reported in reference [134, 135], Whitworth and Shoenberg measured the heat flow of

liquid helium in narrow tubes and found Lmfp ≈ 1.4 mm at T ≈ 455 mK, and it agrees well

with three-phonon scattering theory. Using equations 2.142 and 2.141 in order to estimate

Lmfp for phonons in a levitated drop we can write

Lmfp(T2) =
µ2(T2)

µ1(T1)

(
T1

T2

)4

Lmfp(T1) (2.143)

Using Whitworth and Shoenberg’s measured value Lmfp(T1 = 455mK) = 1.4 mm, then

for a helium drop with T2 = 330 mK (which is the temperature of the coldest drop we have

measured via optical modes to date - see section 4.3), Lmfp ≈ 4.5 mm, where we have

assumed µ2(T2)/µ1(T1) ≈ 1. This suggests that phonons propagate ballistically in a drop

with T = 330 mK and R = 250 µm.

Roche and colleagues studied the damping of ripplons on a flat surface of liquid helium

due to their scattering interactions with ballistic phonons in the liquid’s bulk. In this model,

ripplons decay via a one-ripplon-two-phonon scattering process, in which a thermal phonon

scatters from the liquid’s surface, and is Doppler-shifted to a higher energy [136]. The

scattered phonon then carries away the energy it acquired from the ripplon, and thermalizes

with a vessel at temperature T , inside which the liquid helium is contained. Roche and

colleagues calculated the resulting surface mode lifetime τmolecular, and found

τmolecular =
60ρ0

π2~K

(
~uc

kBT

)4

(2.144)
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where the ripplon wavenumber K is given by [83]

K =
3
√
`d(`d − 1)(`d + 2)

R
(2.145)

If we apply this model to a 4He drop withR = 250 µm, T = 330 mK, and ρ0 ≈ 145 kg/m3,

then τmolecular ≈ 1 s for the `d = 2 surface mode.

2.4.3 Bulk Oscillations of a Levitated Helium Drop

Another class of oscillations are bulk modes, which are restored by the bulk modulus of

the drop. Bulk modes are not volume-conserving and, as mentioned earlier, have a restoring

force set by B, which is much stronger than the restoring force set by σ. Consequently,

one would expect bulk modes to have ωbulk � ωsurf . The drop shape distortions induced

by bulk modes are also suited to detune optical WGMs because they produce shape and

density distortions in the drop. Since ωbulk > ωsurf , one might expect bulk modes to have

smaller zero-point fluctuations xzpf , and hence smaller g0.

To provide a quantitative description of bulk modes in superfluid 4He, we can start

with equation 2.129, since a bulk mode is also a solution to the linearized Navier Stokes

equation. Combining equation 2.123 with the time derivative of equation 2.125 gives

∇2δρ(r, θ, φ, t)− 1

u2
c

∂2

∂t2
δρ(r, θ, φ, t) = 0, (2.146)

A bulk mode that satisfies equation 2.146 is given by

δρ = ρ0Bqd`dmd
j`d(kqd`dr)Y md

`d
(θ, φ)e−iωqd`d

t (2.147)

Substituting equation 2.147 into equation 2.146 gives the dispersion relation ωqd`d = uckqd`d .

The bulk modes are investigated in the limit that the restoring force from surface tension

is negligible with respect to the restoring force from the bulk modulus. As a result, there
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is no excess pressure at the free surface of the drop, and equation 2.135 gives δρ = 0 at

r = R0 for σ = 0 [132]. Setting equation 2.147 to zero requires

j`d(kqd`dR0) = 0, (2.148)

which specifies the spectrum of bulk oscillations of the drop. In order to find the frequencies

that satisfy equation 2.148, kqd`dR0 must equal ξqd,`d , the zeros of the `d-th spherical Bessel

function. Then,

ωqd,`d =
uc

R0

ξqd,`d (2.149)

ξqd,`d can be found numerically (e.g. using Mathematica), but reference [137] (page 317)

gives a useful expansion for ξqd=1,`d for `d � 1. Using this expansion, the expression for

the qd = 1 bulk mode frequency is

ωqd=1,`d ≈
uc

R0

[
`d +

1

2
+ 1.86

(
`d +

1

2

)1/3

+ 1.03

(
`d +

1

2

)−1/3

− 0.004

(
`d +

1

2

)−1
]

(2.150)

For a 4He drop with R0 = 1 mm and uc = 238 m/s, the lowest order sound mode with

{qd = 1, `d = 0}, has a frequency ω1,0/2π ≈ 120 kHz, which is ∼ 104 larger than the

frequency of the lowest order surface mode. Similar to the optical WGMs, these sound

modes are (2`d + 1)-fold degenerate in a spherical drop. There are a countably infinite

number of bulk (sound) modes qd = 1, 2, 3... for each `d = 0, 1, 2, ....

2.4.4 Acoustic WGMs in a Levitated Helium Drop

An acoustic whispering gallery mode is an acoustic normal mode with pressure antin-

odes confined near the periphery of the resonator. As for optical WGMs, acoustic WGMs

have large `d ∼ 2πR0/λaWGM, and only have significant coupling to optical WGMs when

λopt = 2λaWGM, where λaWGM is the acoustic WGM wavelength. This is because other-

wise the optical WGM intensity antinodes would overlap with an equal number of acoustic
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WGM pressure nodes and antinodes. The issue of mode orthogonality necessitating the re-

lationship λopt = 2λaWGM has been discussed in detail in the Harris group’s published work

with superfluid-filled fiber cavities [35, 36, 37]. Physically, the coupling arises because the

acoustic WGM modulates the index of refraction (by modulating the pressure, and so the

density) along the path of the optical WGM. Although these modes are not studied here,

we note that for λopt = 1550 nm, ωaWGM/2π ≈ 315 MHz.

2.4.5 Rotations of Liquid Drops

The rotational motion of a levitated helium drop depends on which helium isotope is

used, because at the expected temperatures (see section 2.5.1) 3He will not be superfluid,

but 4He will be. What they do have in common is that their rotational motion is not de-

scribed by a simple harmonic oscillator, because it does not have a restoring force. As

a result, coupling between rotation and optical WGMs is not described by the standard

optomechanical Hamiltonian.

A levitated 3He drop in its normal state will be able to undergo rigid-body rotation. The

resulting centrifugal force will lead to a deflection of the drop’s radius, which will detune

optical WGMs.

On the other hand, the velocity field in a superfluid 4He drop must be irrotational, so

it cannot undergo rigid-body rotation. Instead, angular momentum in superfluid 4He exists

in the form of vortices with quantized circulation. The resulting velocity field throughout

the drop will still be non-zero at the drop’s surface, and so will still result in a centrifugal

force-induced radial bulge, and thus optical WGMs will be detuned.

For both 3He and 4He, the coupling between the drop’s rotation and optical WGMs is

not described by the standard optomechanical coupling Hamiltonian. More specifically,

∆ω
(rot)
opt ∝ δR ∝ L2

z is the drop’s radial deflection that results from its rotation.
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Rigid-Body Rotation of a Normal Liquid

In 1863, Plateau was the first to study the dynamics of a rotating liquid drop bound

together by surface tension [138]. He submerged a liquid drop into another liquid with

which it could not mix. The two liquids had approximately the same density, but the drop

had a significantly larger viscosity than the surrounding liquid. Matching the density of the

drop with the surrounding liquid ensured that the drop would not fall during experiments.

A rod that penetrated the drop was used to define the rotation axis, and was rotated at a rate

Ω. Consequently, the drop rotated as well, and could undergo significant deviations from

its spherical equilibrium shape at Ω = 0. As Ω was increased, Plateau observed a set of

equilibrium shapes of the drop. Beyond a certain Ω, he observed toroid-shaped configura-

tions that would tend to break into smaller droplets. Due in part to qualitative similarities

between Plateau’s rotating liquid drop held together by surface tension, and self-gravitating

astrophysical bodies, there have been many theoretical studies of the equilibrium configu-

rations of rotating drops and their stability [80, 81, 82, 139].

It is known from numerical simulations that when undergoing rigid body rotation, an

isolated drop whose shape is determined by surface tension evolves from a spherical config-

uration when it is stationary, through a family of axisymmetric configurations that progres-

sively flatten at the poles while developing a bulge at the equator. However, axisymmetric

isolated drops are only stable up to a certain values of Ω, beyond which a series of bifurca-

tions occur that lead to non-axisymmetric stable equilibrium shapes referred to as two-lobe

(peanut-like), three-lobe, four-lobe, five-lobe and six-lobe [81, 139]. Furthermore, at suffi-

ciently large Ω, a drop can evolve into an unstable torus configuration, topologically distinct

from spheroids. However, there is no analytic theory which predicts this rich bifurcation

behavior. It is not known if the series of spontaneous bifurcations is finite or infinite, or if

it includes stable equilibria that are topologically distinct from the sphere.

In order to describe the shape distortion that a levitated drop with angular velocity Ω

experiences, we again start with the Navier Stokes equation (equation 2.117). For small
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Ω, the deformation of the drop δR is small compared to the drop’s radius R0, which leads

to small v. Consequently, the non-linear velocity terms in equation 2.117 are neglected.

Assuming an incompressible fluid, the drop’s volume is conserved and equation 2.124 gives

∇v = 0, which further simplifies equation 2.117. Here, we study the drop’s shape in a

frame rotating at Ω, in which we must take into account the apparent forces on the liquid

from centripetal acceleration. In this frame, the motion of the fluid is determined by

∂

∂t
v +

1

ρ0

∇P = −Ω× (Ω× r) + 2v ×Ω (2.151)

where the first and second terms on the right hand side are the acceleration associated

with the centrifugal force and the Coriolis force, respectively. From here, I will essentially

review a derivation in reference [133]. Using vector identities, the centrifugal force term

can be written as the gradient of a scalar in the following manner

−Ω× (Ω× r) = ∇1

2
(Ω× r)2 (2.152)

and the pressure can be written in terms of a reduced pressure

P = P − ρ0

2
(Ω× r)2 (2.153)

Equation 2.151 can now be written in a simpler form:

∂

∂t
v +

1

ρ0

∇P − 2v ×Ω = 0 (2.154)

It is useful to solve this problem in spherical coordinates. In the coordinate system of the

problem, Ω is parallel to the z-axis in a Cartesian system, so θ is the angle between Ω and

r. In the rotating frame (assuming the drop is undergoing rigid-body rotation) v = 0 and
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the pressure in the drop is

P (r) = P0 +
ρ0

2
Ω2r2 sin2 θ (2.155)

Here we have made use of the fact that the term∇P allows the addition of an arbitrary pres-

sure constant p0, which is to be determined by the appropriate boundary conditions [59].

As in section 2.4.2 (equation 2.130, but now dropping the time dependence), the radial

deflection δR can be expressed in terms of spherical harmonics in the following manner

δR(θ, φ) =
∑
`d≥2

a`dYl,md=0(θ, φ) (2.156)

Here, md = 0 is chosen to restrict the deflections to be axisymmetric. Substituting the

deflection into the Young-Laplace equation provides the deflection amplitude a`d . The

substitution is valid at r = R0, whereR0 is the unperturbed drop radius, for small deflection

amplitudes. As a result, the deflection amplitude at small rotation rates is given by

a`d=2 = −
√
π

6
√

5

ρ0R
4
0Ω2

σ
(2.157)

where σ is the surface tension and ρ0 is the unperturbed density of the fluid. Since

Y 0
2 (θ, ϕ) =

1

4

√
5

π

(
3 cos2 θ − 1

)
(2.158)

the deflection of the radius δR(θ) at the equator (θ = π/2) is given by

δR(π/2) =
1

24

ρ0R
4
0Ω2

σ
(2.159)

A normal fluid drop undergoing rigid-body rotation will experience a static distortion

due to centrifugal forces, which will cause the equator to change in circumference, and thus

induce a static detuning of the optical WGMs. In addition, as described in section 2.3.4, a

sufficiently large levitated drop can be statically distorted into a prolate or oblate spheroid
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with the appropriate tuning of the magnetic field strength. A static distortion of this sort–

induced by rotation, or by tuning the shape of the magneto-gravitational trap – is similar

in effect to an Ŝ2
z term in a spin Hamiltonian and breaks the (2` + 1)-fold degeneracy of

an optical WGM. If in equation 2.178, the term δRzpf is replaced by a change of radius δR

that is the result of rotation or trap-induced asphericity, one can estimate the impact of this

static distortion on the optical WGM frequencies. A family of WGMs with index ` splits

into `+1 WGMs with distinct frequencies. There is one non-degenerate mode withm = 0,

but the rest of these remain doubly degenerate because this splitting is only sensitive to|m|;

the resulting frequency shifts are proportional to m2.

Rotation in a Superfluid

As mentioned in section 2.3.1, superfluid liquid helium exhibits many unique quali-

ties. Perhaps one of the most striking features is the presence of quantized vortices in a

superfluid with angular momentum. In the 1970’s and 1980’s, Packard and colleagues at

U.C. Berkeley reported the presence of arrays of quantized vortex lines in rotating cylin-

drical vessels of 4He [75, 140]. In this work, they injected electrons into the liquid helium,

which formed electron bubbles that were trapped at the locations of vortex lines for a small

amount of time. The electrons could then be pulled out of the liquid with an electric field

and made to strike a phosphor screen, which would emit light that could be captured for

photographs. In 2014, Vilesov and colleagues at S.L.A.C. produced beams of superfluid

4He nanodroplets, and scattered from them pulsed x-rays produced by a free-electron laser.

They also observed vortex arrays in the superfluid [76].

When a container filled with liquid helium at temperature T < Tλ rotates with con-

stant angular velocity Ω, the two-fluid model suggests that both the normal and superfluid

components can take part in the rotational motion. However, the two fluid components of

the liquid in the container will behave quite differently. The normal fluid component ro-

tates with the container, undergoing rigid-body rotation. As mentioned in section 2.4.5, the
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velocity of the normal fluid vn = Ω × r and the vorticity of the normal fluid is given by

∇ × vn = 2Ω, with the origin of the coordinate system positioned on the rotation axis of

the container. In the language of quantum mechanics, an atom with mass m in the normal

fluid component is in a state Ψ(r) =
∣∣Ψ(r)

∣∣ exp (iΦ(r)), and using the momentum operator

the velocity of the particle is given by v = ~/m∇Φ(r). Because the curl of a gradient is

identically zero, the vorticity is zero. However, the result of zero vorticity for the atom does

not prevent uniform rotation of the normal liquid because each particle has its own distinct

velocity, each of which can combine together to mimic uniform rotation on a scale that is

larger than the inter-particle spacing [141].

On the other hand, superfluids are different in that they are characterized by a single

macroscopic wave function. As such, all atoms in the superfluid component occupy the

same quantum state. All of the particles have the same velocity vs, so the vorticity∇×vs =

0 on a macroscopic scale. Therefore, the superfluid in the container cannot rotate like a

normal fluid.

At small rotation rates, the superfluid is in the Landau state, where vs = 0 every-

where [142, 141]. However, a stationary liquid in thermal contact with a rotating vessel has

a high free energy [143]; as the angular velocity of the container increases, the Landau state

becomes unstable and system tends toward a lower energy state which has vortex lines of

quantized circulation.

A vortex line is defined by the property that the superfluid phase Φ(r) changes by an

integer multiple of 2π around the line. As a result, the superfluid circulates around a vortex

line with a velocity that is inversely proportional to the distance from the line. Due to this

scaling with distance, the superfluid density should → 0 in the vortex core. Due to the

evolution of the phase of a superfluid around a vortex, the line integral of the superfluid

velocity around a contour P which encloses a vortex line is given by

∮
P

vs · dl = n
h

m
= nκ0 (2.160)
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In bulk superfluid 4He, vortex lines of |n| > 1 are unstable against decay into multiple

vortex lines each with|n| = 1 [84].

2.5 Evaporation of Helium Drops

When a sample of liquid helium is adjacent to vacuum, the evaporation of helium atoms

into the vacuum will tend to lower the temperature of the remaining liquid. This effect is

widely utilized in conventional cryogenics by confining liquid helium at the bottom of a

solid container and pumping the space directly above the liquid. This same evaporative

cooling also occurs naturally for drops of liquid helium completely surrounded by vac-

uum. In experiments in which liquid helium drops are doped with atoms or molecules, the

low temperatures provided by the drops serves to cool the atoms or molecules; likewise,

spectroscopy of the embedded atoms or molecules has been used to determine the drop’s

temperature. To date, these studies have used freely-falling sub-µm drops and, before the

work done in this thesis, there have been no direct studies of evaporative cooling of trapped

helium drops.

In perfect vacuum, helium drops are predicted to reach T < 0.5 K in time t ∼ 1ms.

In an experiment with a trapped drop, however, the vacuum is imperfect. Consequently,

helium gas will surround the drop and impart a heat load on the drop

Light incident on the drop (or trapped in an optical WGM) is another potential heat

load, but due to the low optical absorption in liquid helium (see section 2.3.1) this source

of heating is negligible.

2.5.1 Evaporation in Vacuum

In 1990, Brink and Stringari calculated the evaporation rate of 3He and 4He droplets in

perfect vacuum by considering how the total energy of these droplets changes as an atom

evaporates from the droplet’s surface and carries away the latent heat of evaporation [144].
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They found that 4He droplets with more than 103 atoms should cool to ∼300 mK in 1 ms

of evaporation. Droplets with less than 103 atoms shouldn’t cool below 450 mK because at

that temperature the atom cluster’s total energy is less than the binding energy of a single

atom to the cluster; in this case, an atom cannot attain the required kinetic energy to escape

the cluster. On the other hand, the behavior of 3He droplets is different because they are

a degenerate Fermi liquid. Brink and Stringari’s model predicts that 3He droplets should

cool to about 150 mK after 1 ms of evaporation. There are not similar constraints that limit

the ability for small 3He droplets to evaporate.

The Brink and Stringari model gives an evaporation rate (in atoms/second) in perfect

vacuum and with no external heat load of

Γevap(T ) =
gkBmN

2/3
a r2

0

π~
T 2e−E0/T (2.161)

where in units with ~ = kB = 1,m = 0.0825 K−1 Å
−2

is the mass of a 4He, g is the sticking

probability (accommodation coefficient) of an atom striking the droplet, kB is Boltzmann’s

constant, E0 = 7.14 (2.5) K is the binding energy of a 4He (3He) atom to the droplet, Na

is number of helium atoms in the droplet and r0 = 2.22 (2.25) Å is the interatomic spacing

of 4He (3He) atoms in the droplet.

We can also write Na = R3/r3
0, where R is the drop radius. By taking the time deriva-

tive of Na, the evaporation rate (also in atoms/second) can be re-expressed as

Γevap(T ) =
dNa(t)

dt
= − 3

r3
0

R(t)2 dR(t)

dt
(2.162)

By equating the right hand sides of equation 2.161 and equation 2.162, we see that

dR(t)/dt does not depend on the droplet’s size Na and takes the following form:

dR(t)

dt
= −gkBmr

3
0

3π~
T (t)2e−E0/T (t) (2.163)
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Figure 2.18: The time derivative of the radius of a 4He drop in vacuum as a function of the
drop’s temperature.

A plot of the rate of change of the drop radius versus temperature is provided in figure 2.18.

The rate of change of a drop’s energy is −E0Γevap(t); to convert this into the evolution

of the drop’s temperature requires knowledge of its heat capacity. Brink and Stringari

assume that the drop’s heat capacity is due to its surface modes: Csurf(T ) = αkBT
7/3N

2/3
a ,

where α = 0.39 [K]−4/3 (they neglect the energy contribution from bulk (phonon) modes

because the associated energy is ∝ T 4, which is negligible for drops with T < 1 K)

To model the full range of temperatures attained during cooling, we extend Brink

and Stringari’s model by also accounting for the phonon contribution to the heat capac-

ity Cbulk(T ). We do this by using measured values of the specific heat and latent heat [145,

146, 147, 148]; these measurements were performed on bulk samples of liquid helium, and

so reflect the contribution of bulk modes rather than surface modes. The total heat capacity

of the droplet is given by Cdrop = Csurf + Cbulk.

The tabulated values of the latent heat per atom ∆H and the heat capacity of the drop

can be combined with equation 2.161, yielding the differential equation that describes the
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Figure 2.19: Evaporation of a helium drop in perfect vacuum. (a) The temperature and
(b) the radius of 3He and 4He drops as a function of time for drops evaporating in perfect
vacuum. The initial drop radii are 1 mm.

temperature evolution of the drop over time:

dT (t)

dt
= − ∆H(T (t))

Cdrop(T (t))
Γevap(T (t)) (2.164)

Numerical integration of equation 2.164 can be used to find T (t) andR(t), which are shown

in figure 2.19 for 3He and 4He drops with initial radii R0 = 1 mm.

For 4He (3He), the drop temperature reaches ≈ 350 mK (≈ 200 mK) after approxi-

mately one second of evaporation time, before slowly cooling to ≈ 290 mK (≈ 150 mK)
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after approximately one minute. Because 3He has a smaller latent heat of evaporation, it

cools more effectively. The complete evaporative cooling process shrinks the radius of both

types of drops by about 10%.

In the absence of an external heat load, the drop’s temperature will continually decrease,

although the rate of decrease continually slows. However, in a real experiment we expect a

non-zero heat load to arise from imperfect vacuum. This will cause the drop’s temperature

to asymptote to an equilibrium value, which is defined by balancing the external heat load

with the cooling power of evaporation. The drop’s cooling power can be expressed by

dE/dt = −∆HΓevap, since each atom carries away the latent heat of evaporation (the

latent heating being defined per atom). Figure 2.20a shows the cooling power of a helium

drop in vacuum with R = 1 mm.

The asymptotic value of the temperature is of interest because it will determine the qual-

ity factor of the optical and mechanical modes of the drop, as discussed in section 2.3.1.

Furthermore, it will set the rate at which the drop radius will drift during an experiment.

The expected drift rate will not result in an appreciable change in the mechanical mode

frequencies; however, it will result in a drift in the optical mode frequency large enough to

require tracking with laser-locking techniques. As mentioned in section 2.2.4, the frequen-

cies of the optical modes are given by f = `c/2πn1R, where c is the speed of light and R0

is the radius of the drop. Taking the time derivative of the drop radius gives the following

expression for the drift of the optical modes

df

dt
= −1

3

c

λ

(
r0

R

)3

Γevap (2.165)

which is shown in figure 2.20b for an optical mode with wavelength λ = 1 µm.
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Figure 2.20: Temperature-dependent quantities of helium drops in perfect vacuum. (a) The
cooling power of helium drops evaporating in perfect vacuum, and (b) the rate of change of
the frequency of optical modes confined within the drops. The initial drop radii are 1 mm.
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2.5.2 Evaporation in Non-Zero Background Pressure

In our experiments we expect a non-zero heat load on the drop, which will cause the

temperature to asymptote to some equilibrium value. This heat load is expected to arise

primarily from imperfect vacuum. Here we consider the drop’s equilibrium temperature

as a function of the background pressure, by assuming that either it is constant, or time-

varying (due to gas that is sourced by the drop’s evaporation).

In practice the evaporated atoms cannot be instantly removed. In fact, the atoms that

evaporate from the drop will be pumped away at a speed limited by the pumping speed of

the vacuum system in which the drop is levitated. As a result, the drop will be levitated

in a non-zero background of helium atoms. Additionally, a liquid helium layer coating

the walls of the experimental chamber will outgas and generate gas around the drop. In

both cases, the drop will experience heating from atoms that thermalize the drop with the

chamber walls.

Figure 2.21: The heat load conducted into a levitated 4He drop with a radius of 0.25 mm
versus the temperature of 4He gas surrounding it.

The rate of collisions between a levitated drop of cross-sectional area Ac = πR2 and a

surrounding gas with particle density n and an average velocity of gas atoms v̄ is given by

nAcv̄, where v̄ =
√

8kBT g/πmg, T g is the temperature of the gas and mg is the mass of



CHAPTER 2. BACKGROUND AND MOTIVATION 108

an atom in the gas. On the other hand, the collision rate can be defined by the heat load Q̇

the gas imparts onto the drop, with each impinging gas atom providing (1/)2mggv̄
2; here

g is the accommodation coefficient, which quantifies how much kinetic energy an atom

deposits into the drop. In what follows, I set g = 1, which means that an atom that strikes

the drop is always absorbed. The collision rate is given by Q̇/((1/2)mgv̄
2). Equating these

two collision rates are equal and using the ideal gas law for the particle density n allows

the heat load to be written in terms of the pressure of the gas:

Q̇ = PR2

√
128kBT g

πmg

(2.166)

Figure 2.21 shows the heat load on a 4He drop with R = 0.25 mm versus the tempera-

ture of 4He gas at a pressure P = 1 × 10−6, P = 1 × 10−7 and P = 1 × 10−8 mbar. The

value P = 1× 10−8 mbar was chosen because these this is the typical pressure reached in

our experiments. By comparing figure 2.21 with figure 2.20a, one would expect 4He gas

with T g = 5 K at a pressure of 1× 10−8 mbar to result in a drop with T ∼ 300 mK.

Equation 2.166 can be added directly to equation 2.164 and solved numerically to il-

lustrate the effect of a constant background pressure on a levitated drop. Figure 2.22 shows

the temperature evolution of a 4He drop with an initial R = 0.25 mm that is levitated in

constant background pressures P = 0, P = 1 × 10−6, P = 1 × 10−7 and P = 1 × 10−8

mbar with T g = 7 K (the typical temperature of the chamber walls surrounding the drop).

At ∼ 1 s of evaporation, the model suggests the drop’s temperature should equilibrate to

T ≈ 393 mK, T ≈ 354 mK and T ≈ 319 mK for background pressures of P = 1× 10−6,

P = 1× 10−7 and P = 1× 10−8 mbar, respectively.

As mentioned before, the background pressure of helium will result from the finite

speed at which gas can be evacuated from the region where the drop is trapped. In order to

calculate the expected background pressure in the levitation region, we note that the atom

flux Ṅ through a pumping line is proportional to the difference in particle number density
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Figure 2.22: The temperature evolution of a 4He drop, with an initial radius of 0.25 mm,
levitated in a constant background pressure of helium gas with T = 7 K.

between two points of the line, which can be expressed as Ṅ = C(N1 − N2), where C is

the pumping speed and N1(N2) is the particle number density at position 1(2). By taking

N2 = 0 (e.g. at the location of the pump) and using the ideal gas law, the pumping-speed-

limited pressure PC in the chamber is given by

PC =
kBT

C
Ṅ (2.167)

If the atom flux through the line is sourced by the drop’s evaporation, Ṅ = Γevap,

and the pumping-speed-limited self-heating Q̇C of the drop is given by substituting equa-

tion 2.167 into equation 2.166:

Q̇C =
kBT

C
R2Γevap

√
128kBT g

πmg

(2.168)

The heat load Q̇C arises from gas that is emitted from the levitated drop, then thermal-

izes with the walls of the experimental chamber before striking the drop. At sufficiently
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low chamber pressures, gas will travel in the molecular flow regime, in which case an atom

in the gas has a mean-free-path that is greater than the size of the chamber. As a result, the

atoms in the gas have equal probability of scattering in any direction, not necessarily in the

direction of flow that would be induced by a pump in the laminar flow regime. Gas emitted

from the drop may linger, undergoing multiple reflections from the chamber walls before

striking or wandering away from the drop.

Figure 2.23: Evaporation in imperfect vacuum as a result of the finite speed C that a drop’s
evaporated atoms can be removed from the experimental chamber. (a) The temperature and
(b) the radius evolution of a 4He drop, with an initial radius of 0.25 mm and temperature of
4.2 K.

Equation 2.168 can be added directly to equation 2.164 and solved numerically to il-

lustrate the effects of the finite speed at which gas emitted from a levitated drop can be

pumped away. The numerical solution for a 4He drop with an initial radius of 0.25 mm and
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temperature of 4.2 K is shown in figure 2.23. In figure 2.23a, the temperature curves with

an experimental chamber pumping speed of 0.0245 L/s (red) and 0.245 L/s (blue) nearly

exactly overlap, yet a pumping speed of 0.0245 L/s (red) leads to a brief period of heating.

Note that as C →∞, the evaporative cooling model approaches that of evaporation in per-

fect vacuum. In figure 2.23b, it becomes clear that a pumping speed of 0.0245 L/s leads to

a significant decrease of the drop’s radius, as compared to evaporation in perfect vacuum.

Instead of the typical 10% decrease in radius over the evaporative cooling process, there is

over 50% reduction in the radius of the drop. For our experiment, we expect C ≈ 0.8 L/s

with T g = 7 K.

Evaporation from Optical Absorption

Typical lasers used in experiments with optical resonators (which is the case for our

levitated 4He drop experiments) operate at wavelengths λ ≈ 500 − 1, 550 nm. Helium

does not have electronic transitions with λ ≈ 500 − 1, 550 nm, due to its bandgap energy

≈ 19.8 eV, so it does not resonantly absorb light. However, energy can be absorbed from

light through the inelastic Brillouin and Raman scattering mechanisms, as described in

section 2.3.1.

In section 2.3.1, we found the Brillouin scattering-limited optical mode finesse Fphonon,

which has approximately equal contributions from Stokes and anti-Stokes scattering of

light; this is because the momentum change of the incident light via scattering from phonons

is small [149]. Consequently, half of the extinction coefficient µcomb that results in Fphonon

is due to higher energy phonons being created by scattering from the incident light. This

process heats the liquid. The other half cools the liquid, but I will momentarily ignore

the cooling contribution. If one were to illuminate a levitated 4He drop in perfect vac-

uum with a laser with power PL, the drop is heated due to the absorbed laser power

Pabs = 1/2ILV µ
phonon
heat , where IL is the laser intensity, V is the helium volume that over-

laps with the laser and µphonon
heat = 1/2µcomb. For a laser with λ = 1, 550 nm, PL = 1 W
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and diameter d = 2R0 illuminating a drop with radius R0 = 250 µm and T = 300 mK,

Pabs ∼ 1 pW. Here, PL = 1 W was used for illustrative purposes; in our experiments to

date PL . 30 mW. Even with PL = 1 W, Pabs is . 102 times less than the heat load on the

drop from surrounding gas with P ∼ 1×10−8 mbar and Tg = 7 K (see section 2.5.2). For a

drop levitated in perfect vacuum, PL = 1 W would lead the drop to equilibrate at T ≈ 250

mK with a radius evaporate rate dR/dt ∼ 10−3Å/s. Comparing this evaporation rate to

the initial drop size gives a lifetime td ≈ 80 years. However, I have ignored the phonon

scattering that results in cooling in nearly equal proportion to heating. Additionally, the

drop’s evaporation slows as a function of time as it cools. Overall, one finds td � 80 years.

The heating due to inelastic Raman scattering is expected to be lower than the heating

due to Brillouin scattering. As described in section 2.3.1, Greytak and Yan measured the

Raman scattering of light with λ = 514.5 nm from rotons in liquid 4He at T = 1.16 K.

They measured an extinction coefficient µRaman = 4π× (6± 2)× 10−12 cm−1. For a laser

with λ = 514.5 nm, PL = 1 W and diameter d = 2R0 illuminating a drop with radius

R0 = 250 µm and T = 1.16 K, Pabs ∼ 1 pW. However, levitated 4He drops have T . 400

mK; at these temperatures the rotons are negligible with respect to phonons. Also, the

Raman scattering intensity scales with λ−4, so with λ = 1, 550 nm the heating via Raman

scattering will be significantly suppressed compared to λ = 514.5 nm. Overall, it is likely

that Pabs � 1 pW.

2.6 Optomechanical Coupling

Optical WGMs couple to four of the five types of mechanical motion described in sec-

tion 2.4 (the type of mechanical motion that optical WGMs do not couple to is the drop’s

COM motion). Here we briefly summarize the coupling of optical WGMS to the various

mechanical modes of a levitated drop. For detailed information on the mechanical modes,

see section 2.4.
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The drop’s equilibrium shape is that which minimizes the sum of its gravitational, mag-

netostatic and surface energies. When a levitated drop undergoes COM motion it expe-

riences a uniform gravitational field, but non-uniform magnetic field (see section 2.3.4).

Consequently, the drop’s shape can change from significant COM motion. However, for

small amplitude COM motion the drop’s shape will approximately remain unchanged (this

approximation becomes better for smaller drops). As a result, we assume the COM op-

tomechanical coupling g0/2π ≈ 0.

Surface modes couple to optical WGMs via the standard optomechanical coupling

Hamiltonian, and are of particular interest for this thesis. Surface modes with frequency

ωsurf couple to optical WGMs with frequency ωopt via an intuitive stretching effect that

changes the drop circumference that the optical WGM experiences. This stretching can be

characterized by a radial deflection δR. If δR(surf)
zpf is the result of the zero-point amplitude

fluctuation x(surf)
zpf of a surface mode, then g0 = ωopt(δR

(surf)
zpf /R0). As described in sec-

tion 2.4, xzpf can be quite large due to the low surface tension of liquid helium. For a drop

with R0 ∼ 1 mm, the fundamental surface mode frequency is ωsurf/2π ≈ 23 Hz and it

couples to optical WGMs with optomechanical coupling rate g0/2π ≈ 213 Hz .

Bulk modes also couple to optical WGMs via the standard optomechanical coupling

Hamiltonian, but they are of less interest for this thesis. Bulk modes with frequency ωbulk

experience a restoring force set by the drop’s bulk modulus B, which is much stronger than

the restoring force for surface modes (set by the drop’s surface tension). Consequently, one

might expect x(bulk)
zpf < x

(surf)
zpf . For a drop with R0 ∼ 1 mm, assuming the effective mass of

the fundamental surface and bulk modes are equal, the fundamental bulk mode coupling to

optical WGMs is estimated to be g0 ≈ ωopt(δR
(surf)
zpf /R0)

√
ωsurf/ωbulk ≈ 10 Hz.

As mentioned before, rigid-body rotational motion is not a simple harmonic oscillator.

Consequently, the coupling between the drop’s rotation and optical WGMs is not described

by the standard optomechanical coupling. More specifically, ∆ω
(rot)
opt ∝ δR ∝ L2

z , where

δR is the drop’s radial deflection that results from its rotation. For a 3He drop with R0 = 1
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mm, ∆ω
(rot)
opt = 1.3× 10−47 × ωopt × (Lz/~)2.

Acoustic WGMs are large `d bulk modes with optimal spatial overlap with optical

WGMs. The coupling g0 is optimized for the case λopt = 2λaWGM. For λopt = 1550 nm,

the relevant acoustic WGM has resonant frequency ωaWGM/2π ≈ 315 MHz and g0 ∼ 3

kHz.

2.6.1 Optical WGMs Coupled to a Drop’s Capillary Waves

For surface modes, one would expect an energy change ∆E associated with a change in

curvature of the form ∆E = σ∆S, where σ is the surface tension and ∆S is the change in

the surface area. If ∆S arises from a surface mode’s zero-point fluctuation, then σ∆Szpf =

~ωsurf/4, and there is a corresponding radial fluctuation δRzpf at the drop’s equator, along

which the optical WGM’s intensity antinodes lie. The deflection δRzpf detunes the optical

WGM and gives the single-quantum optomechanical coupling g0 = ωoptδRzpf/R0, where

R0 is the drop’s equilibrium radius.

In order to calculate ∆S due to a surface mode, one may first expand the drop’s radius

R(θ, φ) in terms of spherical harmonics:

R(θ, φ) = R0

(
1 +

∞∑
`d=2

`d∑
md=−`d

a`d,md
Y md
`d

(θ, φ)
)

(2.169)

where a`dmd
is the amplitude of mode Y md

`d
(θ, φ).

Using the standard formula, the surface area of the perturbed drop is given by

S =

∫ 2π

0

∫ π

0

sin θdθdφ

√
R2 +

(
∂R

∂θ

)2
√
R2 +

1

sin2 θ

(
∂R

∂φ

)2

(2.170)

For small surface perturbations, the polar derivatives of R are smaller than R itself, al-

lowing the integrand to be expanded to second order in the amplitude of the spherical



CHAPTER 2. BACKGROUND AND MOTIVATION 115

harmonics [150]

S ≈ 4πr2
0 +

r2
0

2

∞∑
`d=2

`d∑
md=−`d

(−1)md(`d(`d + 1) + 2)a`d,md
a`d,−md

(2.171)

where, since the volume of the droplet is not changed by surface waves, a useful quantity

r0 is related to R0 in the following manner

r0 ≈ R0 −
R0

4π

∞∑
`d=2

`d∑
md=−`d

(−1)mdr`d,md
r`d,−md

(2.172)

Substituting equation 2.172 into equation 2.171 and keeping terms to second order in the

amplitude of the spherical harmonics yields for the surface area

∆S ≈ R2
0

2

∞∑
`d=2

`d∑
md=−`d

(`d(`d + 1)− 2)
∣∣r`d,md

∣∣2 (2.173)

In consideration of the `d = 2,md = 0 surface wave mode, which is of particular interest

in this work, substituting azpf = r`d,md
R0 into equation 2.173 yields

∆S`d=2,md=0 = 2a2
zpf (2.174)

where azpf is the zero-point fluctuation of the `d = 2,md = 0 surface wave mode. Since

the surface mode is a harmonic oscillator, its average kinetic and potential energy are equal,

so half of the zero point energy should go into the potential energy of changing the surface

area. As a result,

σ∆S`d=2,md=0 =
1

4
~ωsurf (2.175)
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which, using equation 2.140, gives

azpf =

√
~ωsurf

8σ

=

(
~2

16σρR3
0

) 1
4

(2.176)

Using equation 2.158, equation 2.176 can be used to write the fluctuation of the radius at

the equator of the drop due to the zero point fluctuation of the `d = 2,md = 0 surface

wave, which is given by

δRzpf,`d=2,md=0 =

√
5

16π
azpf (2.177)

Each optical WGM in the drop is specified by the indices `,m and q, which specify

the WGM’s total angular momentum, its projection along the z axis, and the number of

radial nodes of the WGM’s electric field, respectively. The WGM that lies closest to the

drop’s equator has ` = m, and an optical path length that is proportional to the equatorial

circumference of the drop, as described in section 2.2.3. As a result, the single quantum

optomechanical coupling between an equatorial optical WGM with radius R0 = 1 mm and

wavelength λ = 1 µm, and the `d = 2,md = 0 surface wave mode is g0/2π ≈ 213 Hz.

In general, optical WGMs with arbitrary `,m couple linearly to a drop’s `d = 2,md = 0

surface mode of the drop with single quantum optomechanical coupling rates determined

exactly by [151]

g
(`,m)
0 =

ωopt

2

δRzpf

R0

(
3m2

`(`+ 1)
− 1

)
(2.178)

As can be seen from equation 2.178, optical WGMs that propagate near the equator

(that is, with ` ≈ m) experience a decrease of optical frequency upon expansion of the

equator. On the other hand, WGMs for which |m| is small are modes where the light

propagate closer to the poles, and these experience an increase in their optical frequencies;

in a ray-optical picture, the light travels along great circles passing near the poles, and when

the equator expands, since the volume is conserved, the path length they propagate through
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must shorten.

2.6.2 Optical WGMs Coupled to a Drop’s Rotation

The dynamical coupling between WGMs in a liquid drop and rotations is an exciting

new direction of quantum optomechanics. For both 4He and 3He, the rotational motion of

the drop is expected to interact with the optical WGMs because the velocity field associated

with the rotation of the liquid will deform the drop and thereby detune the WGMs. This

coupling should allow measurements of the optical WGM to provide information about the

drop’s rotational motion.

To write down the optorotational Hamiltonian we work in a coordinate system where

the drop is rotating with angular velocity Ω̂z, and the z-component of the drop’s angular

momentum is L̂z = IΩ̂z, where the moment of inertia of the drop I is

I =
8π

15
ρR5

0 (2.179)

which is a good approximation for a drop that is nearly spherical. Because we already know

the first order correction to the optical WGM frequency at the equator due to a change of

equator circumference, we can immediately write down the interaction part of the Hamil-

tonian ĤO.R., which takes the form

ĤO.R. = ~ωopt
δR

R0

â†â (2.180)

where a†a is the number of photons occupying the WGM. Upon substitution of equa-

tion 2.159 into equation 2.180 and using the relationship L̂z = IΩ̂z, the optorotational

Hamiltonian takes the form

ĤO.R. =
1

24
~ωopt

ρR3
0

σ

(
L̂z

I

)2

â†â. (2.181)
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After substitution of the expression for the moment of inertia into equation 2.181, the op-

torotational Hamiltonian can be written in the form

ĤO.R. = ~gL

(
L̂z
~

)2

â†â, (2.182)

where the optorotational coupling is given by

gL =
1

24

(
15

8π

)2 ~2

ρσR7
0

ωopt (2.183)

For a 3He drop with R0 = 1 mm, ρ ≈ 81kg/m3, and σ = 1.52 × 10−4N/m, the optorota-

tional coupling grot = 1.3× 10−47 × ωopt [37].

2.6.3 Optical WGMs Coupled to a Drop’s Acoustic WGMs

Acoustic whispering gallery modes are examples of the bulk modes described in sec-

tion 2.4, in which the pressure antinodes are confined near the perimeter of a dielectric

acoustic resonator. More specifically, they correspond to modes with qd = 1, `d � 1,md ∼

`d. As such, they are highly similar to their optical counterparts. Regions of higher pressure

will have higher density, which alters the energy stored in the optical WGM.

Because an acoustic WGM is a pressure wave (with a corresponding shape deformation

of the dielectric), it is the pressure change in the dielectric that detunes the optical WGMs.

As a result, in order to find the optomechanical coupling one can Taylor expand the WGM

frequency ωopt to first order in the amplitude of the pressure change δP . The single quan-

tum optomechanical coupling is defined by the frequency shift induced by the zero point

pressure fluctuations δPzpf :

g0 =
∂ωopt

∂P
δPzpf (2.184)

By the chain rule, the change in the optical WGM frequency per change in pressure from
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the acoustic WGM can be expressed as

∂ωopt

∂P
=
∂ωopt

∂εr

∂εr
∂ρ

∂ρ

∂P
(2.185)

In what follows, I will calculate each of the partial derivatives that appear in equation 2.185.

Small shape perturbations of the dielectric in which an electromagnetic mode is con-

fined results in a change in permeability ∆µ and permittivity ∆ε within the dielectric. The

frequency shift ∆ωopt of an electromagnetic mode with frequency ωopt that is caused by

such a perturbation is given by [152, 153]

∆ωopt

ωopt

= −
∫

∆µ|H0|2 + ∆ε|E0|2 dV∫
µ|H0|2 + ε|E0|2 dV

(2.186)

where the integration is taken over the entire volume V of the dielectric and {E0,H0} are

the unperturbed modes. The energy of the electromagnetic mode is equally split between

the electric and magnetic fields, so the two terms in the denominator of equation 2.186

are equal, and can be written solely in terms of the electric field. Assuming a linear rela-

tionship between the density ρ of the dielectric and both its permeability and permittivity,

∆µ/µ0 = χM∆ρ/ρ and ∆ε/ε0 = χE∆ρ/ρ where χM and χE are the magnetic and electric

susceptibilities, respectively. As a result, the ratio of the magnetic part to the electric part

of the numerator of equation 2.186 is equal to χM/χE , which is very small for many linear

dielectrics. In the specific case of 4He, χM/χE ∼ 10−5, so I will neglect the perturbation

of the optical mode due to a shift of permeability. As a result, in spherical coordinates

equation 2.186 can be re-written as [153]

∆ωopt

ωopt

= −ε0
2

∫
∆εr(r, θ, φ)|E0|2 dV∫

ε|E0|2 dV
, (2.187)

where ε0 is the permittivity of free space and the dielectric constant ε = ε0εr , where εr is

the relative permittivity of the dielectric. In equation 2.187, ∆εr(r, θ, φ) = ∆εrf(r, θ, φ),
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where the dimensionless function f(r, θ, φ) describes the functional form of bulk modes, as

described in section 2.4. Then, equation 2.187 can be rearranged into the following form:

∆ωopt

∆εr
= −ε0

ωopt

2

∫
f(r, θ, φ)|E0|2 dV∫

ε|E0|2 dV
. (2.188)

In the limit that ∆ω,∆εr → 0, the following partial derivative describes the frequency shift

due to a change in relative permittivity

∂ωopt

∂εr
= −ε0

ωopt

2

∫
f(r, θ, φ)|E0|2 dV∫

ε|E0|2 dV
. (2.189)

The Clausius-Mosotti equation provides the relationship between a material’s εr and ρ,

which is given by
εr − 1

εr + 2
=

4παMρ

3M
, (2.190)

where M is the molar mass and αM is the molar polarizability. Solving the Clausius-

Mosotti equation for the permittivty yields

εr =
1 + 2ηρ

1− ηρ
, (2.191)

where η = 4παMρ/3M . Then, partial differentiation with respect to the density gives

∂εr
∂ρ

=
3η

(1− ηρ)2

=
(εr + 2) (εr − 1)

3ρ
.

(2.192)

The pressure P in the dielectric is related to its density through the compressibility β,

which is given by

β = − 1

V

∂V

∂p
. (2.193)
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Partial differentiation of the density ρ = m/V gives

∂ρ

∂V
=
m

V

(
− 1

V

)
= βρ

(
∂V

∂P

)−1

,

(2.194)

where I have made use of equation 2.193. Since the partial derivatives commute, multiply-

ing this equation by ∂V/∂P and making use of the chain rule, gives the relation between

the density and the pressure:
∂ρ

∂P
= βρ. (2.195)

Substituting equations 2.189, 2.192, and 2.195 into equation 2.185, the change in the

optical WGM frequency per change in pressure is given by

∂ωopt

∂P
= −1

6
(εr + 2) (εr − 1) βωopt

∫
f(r, θ, φ)|E0|2 dV∫

εr|E0|2 dV
(2.196)

The total energy stored in the acoustic mode is given by [154]

E =
1

2
β

∫ ∣∣Pf(r, θ, φ)
∣∣2 dV. (2.197)

The zero point pressure fluctuations are given by setting the total energy in the acous-

tic WGM mode with frequency ωaWGM to be 1/2~ωaWGM. Using the expression Λ =∫
(f(r, θ, z))2dV , the zero point pressure fluctuation amplitude is given by

δPzpf =

√
~ωaWGM

βΛ
, (2.198)

where the isentropic compressibility β = βS = 1/ρu2
c and uc is the speed of sound in the

dielectric material where the modes are confined.

We are interested in optical modes that have q = 1, ` � 1,m ∼ `. For the case

m = `, the optical mode intensity|E0|2 will be ∝ sin2(`φ) and/or ∝ cos2(`φ). For the case
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qd = 1, `d � 1,md = `d, the functional form of the acoustic WGM f(r, θ, φ) ∝ cos(`dφ)+

i sin(`dφ). As a result, when we evaluate the integral in the numerator of equation 2.196

(by using the real part of the spherical harmonics) it will be proportional to the product

of the optical and acoustic WGM φ-components. An example of one of the products that

appears in the numerator is

∫ φ=2π

φ=0

cos2(`φ) cos(`dφ)dφ =
π

2
δ2`,`d (2.199)

where δ2`,`d is the Kronecker delta function. All terms that appear in the numerator of

equation 2.196 will have an integral that is non-zero only if 2` = `d. Since for a drop

with radius R0 the optical and acoustic WGMs were are considering satisfy the condition

`λopt = R0 = `dλmech, and 2` = `d, we find that optomechanical coupling is non-zero

when λopt = 2λmech.

Figure 2.24 shows the estimated single quantum optomechanical coupling between the

qd = 1,md = `d acoustic WGM and the q = 1,m = `, λ ≈ 1 µm optical WGM versus

` = `d/2. Figure 2.25 shows the optomechanical coupling between the same modes, but it

is plotted versus the drop radius R.
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Figure 2.24: The single quantum optomechanical coupling between the qd = 1,md = `d
acoustic WGM and the q = 1,m = `, λ ≈ 1 µm optical WGM versus ` = `d/2.
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Figure 2.25: The single quantum optomechanical coupling between the qd = 1,md = `d
acoustic WGM and the q = 1,m = `, λ ≈ 1 µm optical WGM versus the drop radius R.



Chapter 3

Experiment Design and Initial

Characterizations

In this chapter I describe in detail the cryostat and experimental chamber that is used to

perform experiments with levitated 4He drops. I describe, via analysis of recorded video

of levitated drops, the drops’ typical size and shape, the properties of the trapping potential

that is used to levitate the drops, and the drop’s evaporation rate and temperature. I also

provide brief details on the shift of a drop’s levitation point due to changes in its size.

Lastly, I provide brief details on producing charged drops.

3.1 Description of Levitation Cryostat

In order to levitate helium drops, we have constructed a custom experimental cham-

ber that fits inside a commercially available 4He magneto-optical cryostat from Oxford

Instruments. A superconducting magnet rests at the bottom of the cryostat’s helium bath

space. The magnet consists of a number of coaxial solenoid sections which are wound us-

ing multi-filament superconducting wire. The magnet is constructed using Oxford Instru-

ments’ propriety Magnabond system, which provides a structure that is thermally stable

and physically stable against the large Lorentz forces that are generated when the magnet
125
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Figure 3.1: The levitation cryostat, which is a 4He cryostat with a superconducting magnet
resting in the helium bath. Also depicted is the experimental cell inserted into the cryo-
stat. The experimental cell has its own window for optical access, and liquid helium flows
through a coil around the cell to keep its walls cold.

is under operation.

Figure 3.1 provides an illustration of the levitation cryostat, with our experimental cell

inserted. There is a clear-shot opening through the cryostat that is parallel to the symmetry

axis of the magnet. The opening has a diameter of 68 mm at the top of the cryostat, before

switching to 66 mm just inside the top plate of the cryostat, then to 32 mm at the top of

the magnet. The top of this opening in the cryostat is fitted with an o-ring seal, whereas

the bottom of the opening is sealed by two windows that have anti-reflection coatings for

1.55 µm light. The outer-most window is thermally anchored to room temperature, but the

inner window is thermally anchored to the cryostat’s liquid nitrogen bath to limit black-
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body radiation emission into the opening. The opening, which is part of the vacuum jacket

of the cryostat, passes through a liquid nitrogen shield that surrounds the helium bath of

the cryostat, and thus it passes through the bore of the magnet. The helium bath volume is

20 L, while the liquid nitrogen bath volume is 24 L. The cryostat is outfitted with a super-

conducting helium level meter and a capacitive liquid nitrogen level meter with electrical

feed-through connections that are accessible on top of the cryostat.

The magnet generates ≈ 1 Tesla at its center per 7.8 Amperes of electrical current that

flows through its coils. The magnet is outfitted with a resistive persistent switch heater

that allows the magnet to be operated in standard mode, or persistent mode. In standard

mode, the persistent switch heater is on, which allows the magnet to be driven with current

from leads that connect to the magnet’s power supply. When the magnet has been ramped

up to the desired current, the persistent switch can be turned off, which electrically (not

physically) severs the connection between the magnet and the power supply. With the

persistent switch heater off, the current to the magnet leads can be ramped down to zero,

placing the magnet in persistent mode, in which case the current only flows through the

magnet. We have found that the persistent switch heater should be allowed to cool for

at least three minutes before ramping down the magnetic leads to place the magnet in

persistent mode. In fact, we have found that for less than three minutes of cooling time, it

can be difficult to place the magnet in persistent mode. An even longer cooling time, such

as five minutes, would be a good idea for future operation of the crysotat. The cooling time

can be set using the power supply controller. It is also useful to note that the specified rate

of current decay when the magnet is in persistent mode is 0.006% per hour, which is in

decent agreement with what has been observed in the laboratory (≈ 0.009% per hour).

The specified evaporation rate of the cryostat’s helium bath is 0.2 L/hour. When the

cryostat has the experimental chamber inside of it, but the magnet field and liquid helium

continuous flow are off, the evaporation rate is≈ 0.45 L/hour. When the magnet is in driven

mode and the liquid helium continuous flow is on, the evaporation rate is≈ 1 L/hour. When
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the magnet is in persistent mode and the liquid helium continuous flow is on (described

below in section 3.2.1) the evaporation is ≈ 0.25 L/hour.

3.2 Experimental Cell Design

The experimental cell consists of four main parts: the cell body, the baffle stack, the

brass cage assembly and the titanium can. In this section I will describe in detail each of

these components.

3.2.1 The Cell Body

The cell body is constructed from a ≈ 2.5 feet long section of extruded 316 stainless

steel alloy tubing, with a wall thickness of 0.066” and an outer diameter (OD) of 1.00”,

to which a cap is welded. The bottom of the cap mates with a hydro-formed bellows via

an ISO80 flange seal, and the other end of the bellows mates with the top of the cryostat

via an o-ring seal, as shown in figure 3.2. Though the bellows is not incredibly flexible, it

does allow for a couple of centimeters of compression and a few millimeters of expansion,

which can be used to in situ re-position the experimental cell. The length of the bellows

is controlled with thick steel legs of adjustable height that span the gap between the two

flanges of the bellows.

The combination of the small wall thickness and the low thermal conductivity of stain-

less steel limits the conduction of heat from room temperature down the tube to regions

of the cell and cryostat at cryogenic temperatures. Another benefit of 316 stainless steel

alloy is that it has a small volume magnetic susceptibility χvol ∼ 10−3), so it can be treated

as a non-magnetic material for many purposes [155]. The top of the tube is welded to a

cap with multiple KF flanges welded to it, which are used for electrical feed-throughs and

connections for the inlet and outlet of a continuous flow line of liquid helium. The bottom

of the tube has a flange welded to it for an indium seal, and this flange has a lip into which
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brass rods can be screwed (these rods form the brass cage, as described in section 3.2.3).

The bottom of the stainless steel tube is shown in figure 3.3. When in operation, the cell

body is joined with the titanium can (section 3.2.4) via an indium seal. For the last six” of

the 1.00” OD stainless steel tube (stopping before the flange), there is a copper coil made

from a copper tube with a 0.125” OD that wraps around the 1.00” OD stainless tube. The

coil is brazed to the 1.00” OD stainless steel tube to ensure that they are in strong thermal

contact with each other. Both ends of the coil are brazed to stainless steel tubing with an

OD of 0.25”, which lead up to KF ports on the cap at the top of the cell body.

The KF port on top of the cap is made with a KF 25 flange, which remains connected

to a four-way KF reducing cross. The KF cross has two KF 25 ports and two KF 40 ports.

One KF 40 port is used for a 24-lead vacuum-tight electrical feed-through. The other KF

40 port is connected to a pumping system consisting of a turbo pump that is backed by

a dry roughing pump. Then entire experimental cell placed into the cryostat is shown in

figure 3.2.

The continuous flow helium line consists of the 0.125” OD copper coil brazed to the

0.25” stainless steel tubing that leads to the KF ports on the cap of the cell body. One of

the KF ports is used as a liquid helium inlet port, to which a vacuum-jacketed liquid helium

transfer line from Janis Inc. is connected. The vacuum-jacketed transfer line (bayonet) is

brazed to one of the stainless steel tubes that connects to the copper coil, and it is shown in

figure 3.2 jutting out of the cap of the cell body at an angle. As a result, we are able to flow

liquid helium through the coil, and thereby cooling the bottom of the cell body to liquid

helium temperatures. The helium that exits the coil through a KF port on the cap of the

cell body is collected by lines that lead into a helium recycling system made by Quantum

Design Inc. During experiments, we use a liquid helium transfer line with an adjustable

needle valve to control the flow of helium into the bayonet. With a head pressure of 3

PSI on the liquid helium dewar providing the liquid helium to the continuous flow line,

having the needle valve on the adjustable flow transfer line open just one revolution from
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Figure 3.2: A partially-exploded view of the experimental cell inside the cryostat.

its closed position provides enough cooling power to cool the bottom of the cell to liquid

helium temperatures.

There are also three custom two-piece shaft collars attached to the 1.00” OD stainless

tube. However, these shaft collars are not depicted in the images shown in this section. The

first shaft collar is clamped tightly to the 1.00” OD tube a few inches beneath the bottom

edge of the cap of the cell body. The collar has flat regions to which four oxygen-free

copper braids with diameters of about 0.25” can be strongly clamped. The opposite ends

of these copper braids are strongly clamped to the top plate of the cryostat’s liquid nitrogen

bath. As a result this shaft collar allows some heat conducted from room temperature to be

dumped into the liquid nitrogen bath, and thus helps keep the bottom of the cell body cold.

The second shaft collar is about one foot lower on the 1.00” OD stainless steel tube than

the first shaft collar, and it has an OD≈ 60 mm. Sections of beryllium copper spring finger

strips (purchased from Omega Shielding Products) are wrapped around the second shaft
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collar and secured with 2850 Stycast epoxy. The spring fingers protrude just over three

millimeters from the surface of the second shaft collar. As a result, when the second shaft

collar is clamped to the cell body, the entire experimental cell assembly fits snugly into the

cryostat and is centered in the cryostat’s opening. The second collar is positioned such that

the spring fingers are in physical contact with the helium bath, but the spring fingers are

small and the force they exert of the helium bath wall is small, so the helium bath provides

negligible cooling of the cell body through the spring fingers. Another benefit of the second

shaft collar is that it blocks blackbody radiation from room temperature from impinging on

the coldest parts of the cryostat. The third and final collar is located ≈ 6” above the top of

the copper coil. The third collar is strongly clamped to the 1.00” OD stainless steel tube,

and an oxygen-free copper braid with a diameter ≈ 0.25” is clamped to the collar. The

opposite end of the braid is clamped to a small shaft collar that is affixed to the stainless

steel tube, which is brazed to the copper coil. As a result, the third shaft collar thermally

anchors the cell body to the cold helium gas that exits the coil on the way to the helium

recycling system. This allows us to use the enthalpy of the cold helium gas to further cool

the cell body.

Lastly, a cartridge heater and a Cernox temperature sensor are affixed to the flange at

the bottom of the 1.00” OD stainless steel tube. The electrical leads from the two sensors,

made of low thermal conductivity phosphor bronze, are spiraled around the continuous

flow line all the way up the 1.00” OD stainless steel tube before the reach the electric feed-

through port on the cap at the top of the cell body, which limits the heat conduction down

from room temperature.

3.2.2 The Baffle Stack

The KF reducing cross connected to the cap at the top of the cell body has a spare KF

25 port that is used to position a series of baffles that block blackbody radiation from room

temperature on the way to the region where drops are levitated. This part, which is being
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called the baffle stack, is slid into the cell body from the top.

A commercially-available KF 25 blank with a thickness of 0.5” was modified to include

a hole with a diameter of 0.125” and a length of 0.25” along the symmetry axis of the blank.

A segment of G-10 rod with a length ≈ 2 feet and a diameter of 0.125” is epoxied into

the hole on the modified KF blank. A series of polished, aluminum semi-circular pieces

(baffles) are mounted on the rod at different locations, every one rotated by 180◦ with

respect to its neighbor. The radii of the baffles is ≈ 0.010” smaller than the inner radius

of the cell body. The baffles are mounted to the rod using small set screws, allowing their

positions to be changed. In total, there are seven baffles and each one is separated by ≈ 2”.

There are a few exceptions to this spacing, though, because of the inclusion of three special

objects mounted to the rod. These three objects center the rod in the cell body, and provide

thermal contact between the rod and the cell body; these objects are round mounts that

are affixed to the G-10 rod, which have beryllium copper spring fingers wrapped around

them, and thus they make physical contact with the chamber wall. Furthermore, one of the

objects has a temperature sensor epoxied to it, while another has a cartridge heater epoxied

to it.

When the baffle stack is inserted into the cell body through the KF reducing cross, this

orientation of baffles blocks the line-of-sight blackbody radiation from room temperature,

while providing a high-conductance path to evacuate the experimental cell with a pump-

ing system. Blocking the line-of-sight radiation from room temperature is important to

ensure the walls of the experimental cell near the levitated drop can reach liquid helium

temperatures.

Four phosphor bronze electrical leads (36 gauge) from the electrical feed-through on

the KF reducing cross spiral down the baffle stack, connecting to the cartridge heater and a

Cernox temperature sensor. Another six phosphor bronze leads spiral down the baffle stack

and connect to a Cernox temperature sensor and four electrodes in the brass cage.
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3.2.3 The Brass Cage

The brass cage is formed by four brass rods (free-machining yellow brass) with a seg-

ment of 4-40 screw threading on one of their ends. These are screwed into threaded holes on

an internal lip of the stainless steel indium seal flange on the bottom of the cell body. Brass

was chosen because it is non-magnetic, and it has larger thermal conductivity than 316

stainless steel (this is useful because we want the entire cage to be well-thermalized with

the continuous flow line). Figure 3.3 provides an illustration of the brass cage. Mounted

to these rods with set screws are several brass mounts that can hold Cernox temperature

sensors, cartridge heaters or other components. The brass mounts are shaped like annuli,

with OD of 0.89” and inner diameter of 0.59”. We tried to keep the inner diameter as large

as possible because we evacuate the experimental cell through these brass mounts. One of

the mounts has a countersunk hole, inside which an aspheric lens rests. Two of the mounts

are highly unique and will be explained in detail below.

Figure 3.4 shows both unique mounts together as they are in the experimental cell. The

first unique mount includes electrodes that can apply electrostatic forces to a levitated drop.

The mount is nearly identical to the one described above, with the exception that it has a

lip. A G-10 annulus (green colored in figure 3.4) fits around this lip and rests on the brass

mount. Electrodes (copper colored in figure 3.4) protrude from the G-10 annulus, and are

soldered to phosphor bronze leads that run up to the electrical feed-through on the KF

reducing cross. The other unique brass mount holds right-angled prism mirrors, which are

used to illuminate levitated drops for imaging, or to steer lasers to the drops. The prisms are

made of silica, with their angled surface coated with protected silver (although the coating

is depicted as gold in figure 3.4). In the experiment, we slide the entire experimental cell up

or down relative to the levitation point, which allows us to position the two mirrors around

the drop. This brass mirror mount includes titanium platforms to which the prism mirrors

are epoxied. Again, the epoxy we used was 2850 Stycast, which forms robust glue joins

between titanium and glass due to their similar thermal contraction properties.
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Figure 3.3: The bottom of the experimental cell. Image (a) and image (b) provide different
viewpoints. The brass cage assembly is connected to the bottom of the cell body. The
copper continuous flow line is affixed to the stainless steel 1” OD tube. Various brass-
annulus mounts are connected to the brass cage. The titanium can slides over the brass
cage to mate with the stainless steel tube via an indium seal.

Based on the magnetic field profile of the superconducting magnet, we know where the

levitation should be (theoretically) when the magnet is producing its maximum specified

magnetic field strength ≈ 15 T. With this information, we placed the center of the mirror

surfaces at the approximate location of the levitation point before we insert the experimen-

tal cell into the cryostat. This positioning is accurate enough that it requires only slight

adjustments (1-2 mm) to the vertical position of the mirrors once the drop is levitated. Ad-

justing the height of the legs that control the length of the bellows that is connected to the

cap of the cell body (figure 3.2) allows us to make fine adjustments of the mirrors’ position
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Figure 3.4: The mirror mount inside the experimental cell. (a) and (b) show the mirror
mount assembly in the brass cage from different viewpoints. The electrodes (copper col-
ored) allow for the application of electric fields to the levitated drop. In the experiment, the
drop is positioned between these mirrors for imaging and laser measurements.

in situ.

3.2.4 The Titanium Can

The titanium can is made from a seamless tube with a 1.02” OD and wall thickness

of 0.035”, which is shown in figure 3.5. A flange for an indium seal is welded to the

top of the titanium tube. This flange mates with the indium seal flange on the 1.00” OD

stainless steel tube on the bottom of the cell body. A sapphire window with a thickness

of 0.080”, a diameter of 0.93”, and an anti-reflection coating for 1.55 µm light is brazed

into the bottom of the titanium tube. The braze work was done by Applied Vacuum Tech

and MPF Products. Titanium and sapphire have similar thermal conductivity and thermal

contraction, which allows them to be brazed together and cooled to cryogenic temperatures

without the window being crushed by the thermally-contracted metal tube.
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Figure 3.5: The titanium can of the experimental cell. (a) The entire titanium can, which is
about 8” long. (b) A zoom-in of the flange use to mate with the flange at the bottom of the
cell; (c) a zoom-in of the bottom of the titanium can, into which an anti-reflection coated
sapphire window is brazed.

3.3 Procedure for Generating a Levitated 4He Drop

In this section, I describe how we assemble the cell and mount it inside the cryostat. I

also describe the process of cooling the cryostat from T = 300 K to T = 4 K, and how we

create and trap levitated drops.

To assemble the experimental cell, the brass cage is first affixed to the cell body. Then

the titanium can slides over the brass cage and mates with the flange at the bottom of the cell

body. The connection between the bottom of the cell body and the titanium can is made

with an indium seal. Next, the experimental cell is slid into the opening of the cryostat,

and the cap of the cell body mates with the bellows on top of the cryostat via an ISO80

connection, which is shown in figure 3.2. Next, the experimental cell is connected to a

turbo pump station through a KF 40 port. The cell is now inside the cryostat, and it is ready
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to be used to study levitated drops. However, the cryostat is at room temperature, so it must

be cooled before experiments begin.

3.3.1 Cooling the Cryostat to 4 K

To cool down the cryostat, we evacuate its internal vacuum can to a pressure P ≈ 10−6

mbar, which thermally isolates the innards of the cryostat from room temperature. We

continue to pump on the cryostat’s vacuum can while we fill its liquid helium bath with

liquid nitrogen. We let the liquid nitrogen sit in the helium bath space for one day to ensure

that the innards of the cryostat (especially the large thermal mass of the magnet) is cooled

to T = 77 K. Next, we connect the outlet port of the liquid helium bath to the inlet port of

the liquid nitrogen bath, and insert a transfer line into the bottom of the liquid helium bath

space. Upon pressurizing the transfer line, liquid nitrogen exits the liquid helium bath and

fills the liquid nitrogen bath. The helium bath is mostly emptied with this method, but to

ensure all of the liquid nitrogen has been removed, we blow warm helium gas through the

helium bath for 3 hours with the pressure regulator set to 2 PSI. The magnet is in thermal

contact with an Allen Bradley resistor, which allows us to monitor its temperature through

calibrated resistance measurements. Next, we alternate between pumping on the helium

bath space and flushing it with warm helium gas. When there is still liquid nitrogen in the

liquid helium bath space, pumping on it will decrease the magnet’s temperature by several

Kelvin (the Allen Bradley resistance might increase by . 10 Ω). We know the liquid

nitrogen has been completely removed from the liquid helium bath space when pumping

on the bath results in no change of the magnet’s temperature. Next we transfer liquid helium

into the liquid helium bath of the cryostat and stop pumping on the internal vacuum can of

the cryostat. Now, the cryostat is cold and we can prepare for measurements. At this point,

the brass cage has T ≈ 130 K.



CHAPTER 3. EXPERIMENT DESIGN AND INITIAL CHARACTERIZATIONS 138

3.3.2 Creating a Levitated 4He Drop

When the cryostat is cold, we ramp the magnet up to the typical levitation current

of 115.6 A. The ramp takes 15 minutes to complete, and it is controlled by the power

supply controller. After the magnet is at full field, we pressurize the experimental cell

to P ≈ 200 mbar of 99.9999% purity 4He gas (note that the 4He gas is passed through

a liquid nitrogen cold trap for additional purification before entering the cell), and begin

flowing liquid helium through the continuous flow line to cool the cell walls. The slow

continuous flow (needle valve open only one revolution) of liquid helium around the cell

walls cools its base to T ≈ 4.2 K in ≈ 40 minutes.

When the cell walls reach T ≈ 4.2 K at its base, we fill the cell to P ≈ 840 mbar

of 99.9999% purity 4He gas and then immediately shut off the gas supply. The gas in

the experimental cell liquefies, reducing the cell pressure, and produces a small puddle of

liquid helium at the bottom of the cell. After 15 minutes of liquefaction, the cell pressure

asymptotes to P ≈ 720 mBar (this 15 minute period ensures that there is a significant

puddle at the base of the cell, i.e. on top of the sapphire window). Next, we open the cell to

a scroll pump and simultaneously spin up a turbo pump, which causes the helium puddle to

aggressively boil, at which point a dense fog of micron-sized drops emerge from the liquid

(the fog typically appears ≈ 5 s after we begin pumping on the liquid helium puddle in

the cell). The fog moves upward into the magneto-gravitational trap, where it coalesces

into a single drop. Figure 3.8b shows a 3 mm diameter levitated drop created ≈ 10 s

after pumping on the experimental cell. At this point, the drop is levitated above a puddle

of superfluid helium and it is surrounded by walls coated with a thin layer of superfluid

helium. The vapor pressure of the liquid helium puddle at the bottom of the cell damps

the levitated drop’s motion. After 2-3 minutes, the drop appears to be motionless with an

imaging resolution of 7.1 µm/pixel (see section 3.4.1). Figure 3.6 shows and illustration of

the experimental cell immediately the levitated drop is generated.

If the cell is pressurized with an additional 100 mbar of gas up to P = 940 mbar
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Figure 3.6: The experimental chamber after drop generation. Atop the bottom of the cell
is a puddle of liquid helium. The cell contains residual helium gas. A levitated drop is
centered between the right-angle prism mirrors (green triangles). The cell is surrounded by
the superconducting magnet that surrounds it; the circles and crosses show the direction of
the magnet current.

before it is allowed to cool for 15 minutes, too much liquid will be in the cell, which makes

producing a drop difficult. When the cell is overfilled with liquid and pumped to make a

drop, the fog will tend to condense on cold objects above the levitated drop, and drip from

these surfaces. These drips tend to knock the levitated drop out of the trap. If the cell is

overfilled, we normally turn on a heater to evaporate the puddle, and then start the puddle

formation process from the beginning.

3.4 Video Analysis of Levitated Drops

In this section we discuss our use of the calibrated imaging of levitated drops. Through

recording video of levitated drops, we can determine its size and learn about its shape. We
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have found that, using the drop production method described in section 3.3, drops typically

begin with R & 1 mm, but evaporate rapidly for a short while before stabilizing around

R ≈ 250 µm. The drops’ shape deviations from a perfect sphere induced by the magnetic

trap are predicted to be ∼ 10−4 (see section 2.3.4). We find that the drops described in this

section are consistent with sphericity at the level 10−3.

We have used video analysis to measure drops’ center of mass (COM) motion and found

three normal modes of oscillation with frequencies ∼ 1 Hz, which are in good agreement

with what was predicted in equations 2.114 and 2.115. However, we found that the COM

modes are coupled, and that an asymmetry in our trap leads to a broken degeneracy of the

drop’s radial motion.

We have also used video imaging to study the drop’s evaporation over many hours.

With this measurement technique, we have measured the drops’ evaporation to be as low as

≈ 0.19 µm/hour; from this evaporation rate we infer a drop temperature T ≈ 330 mK, and

a cell pressure P ∼ 10−8 mbar. Once a levitated drop had stabilized with R ≈ 250 µm, we

trapped it for more than 24 hours (but we could trap them for much longer if we so choose).

We have found that a drops’ levitation point depends on its size. This phenomenon

seems to occur due to an additional non-volume-dependent force, which likely arises due

to the non-thermal equilibrium state of our experimental chamber.

Lastly, we briefly describe experiments with positively charged helium drops.

3.4.1 Sizes and Shapes of Levitated 4He Drops

The imaging system used to record images and the video of levitated drops consists

of an adjustable focus and adjustable magnification Navitar 12X Zoom Lens System con-

nected to a Thorlabs CMOS camera. The lens system has a fine focus adjustment range of 3

mm and an adjustable magnification of up to 12X. Furthermore, the working distance used

for image collection was ≈ 30 cm. When imaging a drop, the imaging system is nearly

coaxial with a bright green LED light source. The bright green LED is directed towards a
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dichroic mirror, which reflects the light into the cryostat. Images of the drop are recorded

through the reflection of light exiting the cryostat from the dichroic mirror and into the

imaging system.

In order to determine the size of a levitated drop, we calibrated our imaging system

using a resolution test target from Thorlabs. Figure 3.7a shows an image of the target that

was taken with our imaging system, where the red line is a marker that corresponds to the

location of the line cut of the image shown in figure 3.7b. The lines on the resolution test

target are spaced by 100 µm, so by counting peaks in figure 3.7b, we are able to relate the

displacement between pixels on the camera to a physical distance. In figure 3.7b, the first

peak is approximately located at pixel 5, whereas the final peak is approximately located at

pixel 708. Consequently, the calibration is 7.1 µm/pixel.

Figure 3.7: The calibration of the imaging system. (a) An image of a Thorlabs resolution
test target with 100 µm periodicity. (b) A line cut through the image that shows the intensity
versus pixel number. The resulting calibration is 7.1 µm/pixel.
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Drop Size

At the end of the levitated drop creation process described in section 3.3, the remaining

vapor liquid helium puddle has been cooled to T ≈ 1.5 K by the turbo pump. The vapor

pressure above the puddle (P ∼ 10−1 mbar) keeps the experimental cell walls and the

levitated drop in thermal contact. After 5-10 minutes, the puddle completely evaporates

and the environmental heat load on the cell causes the walls to quickly warm up to T ≈

7 K. When the walls reach this temperature the liquid helium film desorbs from the cell

walls. At this time in the chamber P ∼ 10−2 mbar, and this pressure provides enough

thermal contact between the cell walls and the levitated drop to cause, for a short time,

rapid evaporation of the drop. The rapid evaporation is exacerbated by the fact that it is

difficult to evacuate a chamber of helium, and we evacuate the chamber through ≈ 2.5

feet of 1.00” OD tubing (several inches of which are cryogenic), which severely limits the

pumping speed. After 2-3 minutes, the pump has removed enough of the helium vapor

to significantly reduce the thermal contact between the levitated drop and the cell walls,

resulting in much less drop evaporation. At the end of this rapid evaporation process, we

are left with a drop with a radius R = 250 − 300 µm that we can trap for many hours.

Figure 3.8b shows the drop after the short period of rapid evaporation. Note that the

camera looks into the experimental cell from the bottom, so a direct view of the drop is

obtained in the middle of the image, whereas side views are obtained from the reflections

of the drop in the mirrors on the right and left sides of the image.

In order to extract the size of a levitated drop, we use a script written in the Python

language to fit circles to images of drops. Figure 3.9 provides an illustration of the steps

undertaken to extract the size and position of a levitated drop. First, the script splits a

typical video (figure 3.9a) that is used for data analysis into individual frames (figure 3.9b).

The color scale applied to the image in figure 3.9b is an artifact of how it was plotted;

the image is gray-scale. Next, the script implements the well-known Canny algorithm to

detect all edges in the image (figure 3.9c). The algorithm requires thresholding to make
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Figure 3.8: A 4He drop magnetically levitated in vacuum. (a) An image of a levitated drop
immediately after it is created. (b) The same drop after undergoing an ≈ 3 minute period
of rapid evaporation due to the desorbtion of the liquid helium film on the experimental cell
walls. In (a) the drop has a radius ≈ 1.5 mm, whereas in (b) the radius is ≈ 250 µm.
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Figure 3.9: Extraction of a drop’s position and radius via image analysis. (a) The original
video file; (b) One frame from the video file. (c) The Canny algorithm is applied to the
image to detect its edges. (d) The image is cleaned by application of an annulus-shaped
filter. (e) The cleaned image is fit to a circle to extract the position and radius of the drop.

decisions regarding what is, and what is not, an edge. Because we are consistent with

the lighting in our images, the threshold was chosen over a year ago, and has not needed

to be changed (it was chosen such that the drop’s edges are visible, but other edges are

minimal). Next, the image is cleaned using an annulus-shaped filter (figure 3.9d). The

filter is implemented with a doubly-nested for-loop that scans over the image. The radii

of the filter are chosen manually by visually inspecting the first image in the sequence.

Because the drop’s evaporation rate is slow, an annulus-shaped filter with a width of only

a few pixels can be applied to the same sequence of images of a drop, even over several

hours of video. After the image has been cleaned, we are left with a clear image of the

edge of the drop. Finally, we use the least-squares method to fit a circle to the drop’s edge

(figure 3.9e). For each image, the fit returns the coordinates of the drop’s center, as well

as the the drop’s radius in pixels. The calibration determined in section 3.4.1 is used to

convert the extracted values from pixels to microns.
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Drop Shape

Except at the magnet current at which the radial and axial COM motion spring constants

are predicted to be equal, the magneto-gravitational trap tends to cause the drop to take on

the shape of an oblate or prolate spheroid. The trap will cause the drop to elongate or

shorten along the symmetry axis of the magnet, depending on the shape of the trap, and

thus on the magnet current. However, as is described by equation 2.113, the degree of the

deviation of the shape of a drop away from a perfect sphere depends on the drop’s size. As

a result, levitated drops with radii R = 250 − 300 µm are highly spherical at the magnet

currents needed for levitation. Figure 2.17a suggests that for all magnet currents we should

expect to observe a high degree of sphericity of the levitated drop due to the small drop

size.

With a description of the radius of a levitated drop given by R(θ) = R0(1 + δR(θ)),

we can use equation 2.113 to define the ellipticity e = R(0)/R(π/2). Ellipticity refers

to the shape of the drop’s perimeter, as would be seen by a cross-sectional cut through

the magnet’s symmetry axis with a plane whose normal is perpendicular to the axis. As

such, direct imaging of the drop along the magnet’s symmetry axis is not sufficient to

visually detect ellipticity; direct images of the drop along the symmetry axis should have a

circular cross-section (e = 1) if the ellipticity is generated by the trap (in the limit that the

trap is not perturbed significantly, e.g. by nearby magnetic materials). Consequently, we

analyze images of levitated drops from reflections in the prism mirrors on the brass cage.

Such images provide a side-view of the drop. Figure 3.10 shows the expected ellipticity

for drops of different radii and the ellipticity for drops levitated at different currents. In

particular, figure 3.10b shows that with a drop with R = 250 µm, for all magnet currents

that we would potentially use (I = 115.6− 118 A), −10−5 ≤ e− 1 ≤ 10−4.

In many cases, it is difficult to record images of levitated drops with high contrast rela-

tive to the background. Additionally, glares around the drop’s edge will appear depending

on the direction of illumination. The glares obscure the drop’s edge in images. We devel-



CHAPTER 3. EXPERIMENT DESIGN AND INITIAL CHARACTERIZATIONS 146

Figure 3.10: The magnetically-induced ellipticity of a levitated 4He drop. (a) and (c) The
ellipticity of a drop plotted against its unperturbed radius, for magnet current of 116 A and
118 A, respectively. (b) and (d) The ellipticity of a drop versus the magnet current for a
drop with radius R = 250 µm R = 1 mm.
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oped a more sophisticated fitting routine to extract ellipticity in the presence of edge glares.

This is particularly useful when simultaneously recording direct-view and side-view images

of a levitated drop, because it has been the case that there is a trade-off between contrast and

edge glares between the two vantage points. For ellipse fitting, the same edge detection al-

gorithm is applied to images of a levitated drop, but instead of applying an annulus-shaped

filter (which would diminish our ability to detect ellipticity by throwing away useful data

that don’t fall on a circle), an ellipse is fit to all the detected edges. Next, any edge data

that lie more than two standard deviations away from the ellipse fit are thrown away, then

the remaining data are fit to an ellipse once more. This process is applied recursively until

the only remaining edge data fall within two standard deviations of the previously fitted

ellipse.

In order to test our ability to resolve a small degree of ellipticity, we purchased highly

spherical sapphire balls (grade 25, B0.60S sapphire balls) from Swiss Jewel Co and ana-

lyzed images of them. The sapphire spheres’ haveR = 300 µm, and in a coordinate system

whose origin is located at the center of the sapphire spheres, the spheres’ perimeters (as de-

fined above) in any plane on which the origin lies are specified to have |1− e| < 10−3.

Figure 3.11 shows the steps of the recursive ellipse fitting routine; figure 3.11a shows the

detected edges in an image of a sapphire sphere; figure 3.11b shows the final fit (blue) over-

laid with the final edge data (red), which is surrounded by background edges (green); fig-

ure 3.11c shows the final edge data overlaid by the final fit; figure 3.11d shows the original

image of the sapphire sphere overlaid with the final ellipse fit. In the end, the fit to the sap-

phire sphere image yields an ellipticity e = 0.99± 0.07. While the manufacturer-specified

ellipticity falls within the uncertainty range of our measurement, our measurement uncer-

tainty suggests that its difficult for us to use this method to detect ellipticity at the level of

1 ± 10−3 in a 600 µm diameter sphere. Given our imaging system’s inability to detect the

ellipticity of a 600 µm diameter sapphire sphere, figure 3.10c suggests that the expected

ellipticity of a levitated drop with R = 250− 300 µm would be much too small to resolve.
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Figure 3.11: The extraction of a sapphire ball’s ellipticity via image analysis. (a) The
detected edges in an image of a sapphire ball. (b) The final fit (solid blue line) overlaid
with the final edge data (red circles), which is surrounded by background edges (green
circles). (c) The final edge data overlaid by the final fit. (d) The original image of the
sapphire ball overlaid with the final ellipse fit.
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In order to observe larger ellipticity in a drop, we simultaneously recorded video of a

large drop’s direct and side views immediately after its creation (before the short period of

rapid-evaporation) at ≈ 1 frame/second (FPS). The drop had R ≈ 0.85 mm, which was

expected to exhibit larger ellipticity as the magnet current (trap shape) was changed, ac-

cording to figure 3.10. Figure 3.12a shows a fitted direct view image of the drop, while

figure 3.12b shows a fitted side view. During the recording, we incremented the magnet

current in 100 mA steps from I = 115.4 − 116.2 A, which caused the drop’s levitation

point to move upward against gravity, as shown in figure 3.12g with the following cor-

respondences: I = (i) 115.4 A, (ii) 115.5 A, (iii) 115.6 A, (iv) 115.7 A, (v) 115.8 A,

(vi) 115.9 A, (vii) 116.0 A, (viii) 116.1 A, (ix) 116.2 A. As a result of applying the el-

lipse fitting analysis to the drop’s direct view images, figure 3.12c and figure 3.12d show

the extracted e and axis lengths (i.e. semi-major and semi-minor) versus the video frame

number, respectively. Figure 3.12e and figure 3.12f show the extracted e and axis lengths

versus the video frame number, respectively. Here the semi-major axis is parallel to the

magnet’s symmetry axis, while the semi-minor axis is perpendicular to it. The reason that

we observed a decrease in the drop’s radius over time in the direct view is because when

we increased the current, the drop moved up, and away from the camera (this decreases its

apparent size). If, however, the decrease in drop’s radius in the direct view was the result

of some ∆e induced by the magnet, then ∆e should have been observable in the side view.

Yet, as shown in figure 3.12f, e ≈ 0.96 appears to be constant throughout the entire range

of magnet currents.

From this analysis, we see that the drops are very spherical, but given systematic errors

in imaging, such as background glaring in the images, we are unable to use video analysis

at the current imaging quality and resolution of 7.1 µm/pixel to detect a deviation < 1%

from a perfect sphere. It is important to note that the measurement of ellipticity could tell

us about how much angular momentum the drop has (which would lead to e 6= 1 – see

section 2.3.4), if the deviation from perfect sphericity were clearly measurable.
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Figure 3.12: Measurements of a large 4He drop’s ellipticity via image analysis. (a) A fitted
direct view image of a≈ 1.6 mm diameter levitated drop. (b) The fitted side view image of
the drop. (c) The direct view ellipticity extracted from the video recording. (d) The drop’s
direct view axis lengths. (e) The side view ellipticity extracted from the video recording. (f)
The drop’s side view axis lengths. (g) The displacement of the drop’s equilibrium induced
by changing the magnet current I throughout the recording. In (g), I = (i) 115.4 A, (ii)
115.5 A, (iii) 115.6 A, (iv) 115.7 A, (v) 115.8 A, (vi) 115.9 A, (vii) 116.0 A, (viii) 116.1
A, (ix) 116.2 A.
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Figure 3.13: A series of still images of a levitated 4He drop, which show displacement
of the drop’s equilibrium position via changing the magnet current. As indicated in the
picture, the direction of gravity points downwards in the images. The fixed ellipse-shaped
object near the images’ centers is a piece of debris that adhered to the prism mirror surface.

3.4.2 Center-of-Mass Motion of Levitated 4He Drops

The same technique used to extract the size of the drops through video analysis was

used to study their center-of-mass (COM) motion. A slight bump to the optical table on

which the cryostat rests will set the drop into motion, and this is how the motion was

generated for the following measurements. In these measurements we set I to some value,

wait for 5 minutes to let the magnet settle, then record video of the drop’s motion for ten

minutes before repeating the process for a range of I . Figure 3.13 shows a series of still

images (obtained from the video that was analyzed to study the drop’s COM motion) of a

drop that was levitated with various I (the shift in the drop’s equilibrium position with I is

clear). Video of the drop’s motion was recorded by viewing the drop’s reflection from one

of the right-angle prism mirrors in the brass cage. As a result, the camera records a side

view of the drop, which allows for the simultaneous recording of axial and radial motion.

The magnet has a large inductance Lmagnet ≈14 H. Since the voltage Vmagnet across

the magnet is such that Vmagnet ∝ LmagnetdI/dt, applying voltages to change the magnet

current in a safe manner (to avoid magnet quenches) is a slow process (the current ramp

speed is controlled to be ≈ 8 A/minute). Furthermore, the power supply that drives the



CHAPTER 3. EXPERIMENT DESIGN AND INITIAL CHARACTERIZATIONS 152

magnet has a P.I.D. controller that will overshoot and undershoot the target current before

settling to the target. After waiting for ≈ 5 minutes, the magnet is well-settled at the target

current applied by the power supply.

Figure 3.14 shows a drop’s “axial” and “radial” motion with I = 115.4 A, which was

obtained from video recorded at 20 FPS. The drop’s radius was 272.2 ± 0.7 µm. Axial

motion refers to motion that appears to be parallel to the magnet’s symmetry axis, whereas

radial motion appears to be perpendicular to its symmetry axis. Figure 3.15 shows the

power spectral density (PSD) of the same drop’s axial and radial COM motion. The PSDs

of both the radial and axial motion have two peaks, which correspond to two COM normal

modes with oscillation frequencies ω1/2π ≈ 1.0 Hz and ω2/2π ≈ 1.6 Hz. Despite the fact

that each PSD shows the presence of two normal modes, the peak heights (which differ

by a factor ∼ 102) correspond to the primary motion that is visible in the axial and radial

directions. It could be that the camera’s imperfect viewing angle (not exactly parallel to the

magnet’s symmetry axis) projects some of the axial or radial motion onto the other, or that

the COM modes are coupled.

Given the working distance of our imaging system, it was difficult to place the camera

in a location where the magnetic field would not cause it to malfunction and drop frames

during the recording of video. If the camera (standard Thorlabs visible wavelength CMOS

camera) was exposed to a magnetic field strength Bcam = Bmalf ≈ 600 gauss, it would

shut itself off. When Bcam < Bmalf , the camera would work, but it would drop more and

more frames as Bcam → Bmalf . Because of the camera’s proximity to the superconducting

magnet, when we increased the the magnet current from 115.4 to larger values, the camera

would begin to drop frames, and thus the effective video capture frame rate decreased.

As mentioned, we recorded video of the drop’s motion while driving the magnet with

various values of I . During these measurements, the camera’s frame rate was set to 20

FPS. We used an independent clock to count ten minutes, and the video capture time was

based on the independent clock’s time. As a result, the video capture frame rate was in-
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Figure 3.14: The radial and axial center-of-mass motion of a trapped 4He drop with R =
272.2 ± 0.7 µm (dashed red line marks the average radius). The current flowing through
the magnet is 115.4 A.
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Figure 3.15: The power spectral density of the radial and axial center-of-mass motion of
a trapped 4He drop with R = 272.2 ± 0.7 µm. The current flowing through the magnet is
115.4 A.
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ferred from the number of frames in the video file, compared to 10 minutes. The effective

frame rate of the videos taken with I = {115.4, 115.5, 115.6, 115.7, 115.8, 115.9} A, was

{20, 18, 17.252, 16.813, 17.145, 17.325} FPS, respectively. Despite the decreased sampling

rate of the drop’s motion with increased I , the sampling was still fast enough to fully re-

construct the ∼ 1 Hz harmonic motion of the levitated drop. We computed the PSDs of

the COM motion data for the various I listed above, and manually extracted the COM

mode frequencies with a Matlab tool, which are shown in figure 3.16. The plot shows three

modes, which undergo an avoided crossing, which means the COM modes are coupled. In

comparison with what is predicted by equations 2.114 and 2.115 in section 2.4.1, the mea-

sured values of the normal modes’ oscillation frequencies agree to within 10%. They also

show that the radial symmetry was broken, and thus we observed two nearly-degenerate

oscillation modes (red and black) at lower I , where the coupling between the oscillation

modes is less pronounced. This phenomenon is explained in much more detail in sec-

tion 4.2, in which I discuss more accurate laser deflection measurements of the same drop’s

motion.

Ring-Down Measurement

In order to study the damping of a drop’s COM motion, we attempted to perform a

ring-down measurement. In such a measurement, the oscillator is driven to some non-zero

amplitude before the drive is turned off, and the amplitude’s decay is monitored. Since the

COM mode frequencies are ∼ 1 Hz and cell was evacuated, we expected the decay to be

quite slow, so a ring-down measurement was conducted over a 20 hour period.

Before the measurement began, we gave the non-magnetic table (on which the cryo-

stat rests) a slight bump to excite the drop’s COM motion. Then, every hour, we recorded

1,200 images of the drop at 20 FPS. Figure 3.17a shows the drop at the beginning of the

ring-down measurement, for which the drop had R ≈ 239 µm. Figure 3.17b shows the

same drop, but 20 hours later, with a R ≈ 224 µm. Throughout the course of the mea-
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Figure 3.16: The measured COM mode frequencies versus magnet current for a trapped
4He drop with R = 272.2 ± 0.7 µm. At lower currents where the inter-mode coupling is
less pronounced, black and red correspond to x-direction and the y-direction, whereas blue
corresponds to motion in the z-direction.
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surement, the drop’s COM motion amplitude did not decrease to smaller values. In fact,

the COM motion amplitude increased over time. This can be seen by comparing the initial

radial and axial COM motion shown in figure 3.17c and figure 3.17e, respectively, to the

radial and axial COM motion 20 hours later, as shown in figure 3.17d and figure 3.17f, re-

spectively. Since the mode frequencies ∼ 1 Hz, many noise sources from the environment

could potentially drive the COM motion, such as seismic noise, vibrations from pumps, etc.

However, because noise does not provide a coherent drive, we cannot treat the increase in

the COM motion as a ring-up measurement (if we could, the ring-up measurement would

give the amplitude decay rate because an oscillator’s amplitude will increase at the same

rate it decays when driven with a coherent tone).

3.4.3 Evaporation Measurements of Levitated 4He Drops

While a levitated drop is trapped in the experimental cell, the cell is continually pumped

in order to keep its pressure as low as possible. The lower the cell pressure, the less heat

from the cell walls will be conducted into the drop. A drop’s evaporation can be studied

by analyzing the ring-down measurement in the previous section. Figure 3.17g shows the

drop’s radius over the entire 20 hours, with a linear fit to hours 7 through 19. The fit yields

an evaporation rate Ṙ ≈ 0.416 Å/s over those hours. Such an evaporation corresponds

to a drop temperature Td ≈ 330 mK (see section 2.5.1), where I have assumed (and will

continue to assume throughout this chapter, unless stated otherwise) that the accommo-

dation coefficient g = 1. However, the systematic uncertainty in the drop’s radius that

arises via image analysis (as a result of non-perfect image cleaning and the imaging res-

olution) is large enough to make the systematic uncertainty in the evaporation rate large.

This drop temperature is in good agreement with temperatures inferred from laser-based

measurements in section 4.3.

In order to study a drop’s evaporation in vacuum more in depth, we created a levitated

drop, which, after the rapid evaporation period, had R ≈ 252 µm. Immediately after the
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Figure 3.17: The COM motion of a levitated 4He drop over 20 hours. (a) A trapped 4He
drop at the start of a COM motion ring-down measurement. (b) The same drop, but 20
hours later. (c) The radial and (e) the axial COM motion at the start of the measurement.
(d) The radial and (f) the axial COM motion 20 hours after the start of the measurement.
(g) The drop’s radius over the entire 20 hours, with a linear fit to hours 7 through 19. The
fit gives an evaporation rate Ṙ = (0.416± 3.29) Å/s.
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rapid evaporation period, we began to record images of the drop at 1 FPS for a total time of

three hours. The radius data is binned in 10 minute intervals and shown in figure 3.18. Us-

ing equation 2.162 from section 2.5.1, measured values of R and the evaporation rate Ṙ are

used to infer the atom flux Ṅ emanating from the drop’s surface. The drops’ temperatures

only depend on Ṙ (see section 2.5.1), which we use to infer the temperature of the drop, as

shown in figure 2.18. Plotted as a black dashed line is the theory expectation of R(t), Ṅ

and the drop’s temperature T (t) for a drop with an initial radius R0 = 252 µm. The theory

curves assume the drop is levitating in perfect vacuum (equation 2.164).

The fact that the measurements and the theory don’t agree well makes sense because the

drop is not levitated in perfect vacuum due to the finite pumping speed in the experimental

cell. Residual helium gas in the system, including atoms that evaporated from the drop,

is hard to remove from the cell given its 1.00” OD, and the cell walls near the drop are

cryogenic. As a result, the gas in the cell is in the molecular flow regime in which an

atom’s mean-free-path is larger than the 1.00” OD tube of the cell body, and thus the atoms

are not strongly biased to move toward the pump. In fact, the atoms have equal probability

to scatter from the cell walls in any direction, as opposed to the laminar flow regime in

which the atoms experiences forces toward the pump that arise due to scattering from other

atoms.

Using equation 2.166, we can infer the pressure of helium gas in the experimental

cell that is required to provide the measured Ṙ, which is shown in figure 3.19. Here we

have assumed that Ṙ has no contribution from optical absorption (see section 2.5.1). From

figure 3.19 we infer that after three hours of evaporation, the cell pressure is ∼ 10−8 mbar.

Also, in the first three hours of evaporation after creating the drop, its radius decreased by

≤ 5%.
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Figure 3.18: Measurements of a drop’s evaporation over time. The blue circles are mea-
surements of the drop’s radius, the atom flux emanating from the drop, and the drop’s
temperature over time. The dashed black lines are theory curves for evaporation in perfect
vacuum.
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Figure 3.19: The inferred pressure of helium gas in the experimental cell during the evap-
orative cooling shown in figure 3.18.

Cryo-Bakeout Measurements

A trapped drop is surrounded by the cell walls, which are covered in a thin layer of

liquid helium. Despite the fact that the temperature of the cell walls near the drop Twall ≈ 7

K, the van der Waals attraction of helium to the cell walls allows a thin layer of adsorbed

liquid to exist. The most tightly bound layer of helium atoms (the layer that is closest to the

metal walls) feels a van der Waals potential that is ≈ 40 K deep. After a few atomic layers

of helium, the outer-most layer of helium feels a van der Waals potential with a depth∼ 10

K.

It was suspected that the helium film on the cell walls is constantly desorbing, and thus

conducting heat into the levitated drop. It was expected that if the cell walls were raised

to a high temperature (Twall & 20 K), then the thin film would mostly desorb from the

walls. Then, after the desorption the thinner film would result in lower cell pressure after

the walls cool back down. As a result, the drop’s temperature would asymptote to a lower

temperature due to the decreased heat load.
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Figure 3.20: A “cryo-bakeout” measurement. Top: The drop radius measurements are red,
while fits to the first and last 30 minutes of radius data are is black. Bottom: Cell wall
temperature as a function of time. In the first hour the drop is freely-evaporating. At the
start of the second hour a heater is turned on. At the start of the final hour the heater is
turned off. For the first 30 minutes a quadratic fit gives Ṙ = 12.8 ± 1.1 µm/hour, and in
the final 30 minutes a linear fit gives Ṙ = 3.0± 0.4 µm/hour.
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Figure 3.20 shows a typical cryo-bakeout measurement, in which we allowed a drop

to freely evaporate for one hour, then used a heater to increase Twall for one hour, before

turning the heater off and allowing the drop to freely evaporate for another hour. During

this three hour period we recorded images of the drop at 1 FPS. In order to determine the

efficacy of the cryo-bakeoout technique, the first 30 minutes of this data set are fit to a

quadratic function, while the last 30 minutes of data are fit to a linear function, and we

compare the extracted values of Ṙ. We use a linear fit to extract the average Ṙ in the final

30 minutes because the evaporation is slow enough that high order polynomials do not

yield improved fit results. These fits yield Ṙ ≈ 12.8 µm/hour (Td ≈ 400 mK) in the first

30 minutes, while Ṙ ≈ 3 µm/hour (Td ≈ 375 mK) in the last 30 minutes.

We conducted a systematic study of the effect of the cryo-bakeout procedure on the final

temperature of a levitated drop, which is shown in figure 3.21. In figure 3.21a, we show the

time evolution of the normalized radius of five different drops that experienced five different

values of Twall for one hour. All five of the drops had initial radii ≈ 260− 280 µm, where

the data in figure 3.21a are normalized to their respective initial radii. The temperatures

indicated in the legend of figure 3.21a indicate the maximum Twall for the hour of heating.

It is clear that increasing Twall causes the drop to evaporate faster. The pressure in the cell

will conduct more heat into the levitated drop if it is in contact with cell walls that have

elevated Twall. The relative decrease in theR due to Twall ≈ 12 K, as opposed to Twall ≈ 9.5

K, suggests that at some intermediate Twall the thin film of helium on the cell walls began

to undergo a significant amount of desorption. We fit linear functions to the last 10 minutes

of evaporation data from each of the traces in figure 3.21a to extract the final values of Ṙ,

and we infer from them the temperature of the drop.

Figure 3.21b shows the inferred Td after the cryobake-out procedure versus the maxi-

mum Twall. Td is shown for different values of the accommodation coefficient g (sticking

probability of an atom striking the drop). In figure 3.21b, blue corresponds to g = 1,

green corresponds to g = 0.5, and red corresponds to g = 0.25. The vertical error bars in
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Figure 3.21: A systematic set of “cryo-bakeout” measurements with various chamber wall
temperatures. (a) Five different drops undergo cryo-bakeout, with the temperatures shown
being the maximum cell wall temperature during the hour-long wall heating period. (b)
The final drop temperatures extracted from the data in (a), which are plotted against the
maximum wall temperature during the cryo-bakeout. Blue corresponds to a sticking proba-
bility (accommodation coefficient) of 1, green corresponds to a sticking probability of 0.5,
and red corresponds to a sticking probability of 0.25.

figure 3.21b come from the uncertainty in the fit used to determine Ṙ. Although the un-

certainty in Ṙ is quite small, the drop’s temperature has a strong dependence on Ṙ, which

results in sizeable error bars in the temperature plot (see figure 2.18). Overall, the cryo-

bakeout results suggest that allowing the drop to freely evaporate for a few hours after its

creation will essentially yield the same Td as implementing the cryo-bakeout procedure.

This at least seems to be true for Twall ≤ 18 K in the bakeout procedure. We did not in-

crease Twall further because the drop would shrink to R . 150 µm and escape the trap; this

phenomenon is discussed in detail in section 3.4.3

Drop Size-Dependence of the Levitation Point

Both the magnetostatic and gravitational energy stored in the drop depend on its vol-

ume. As a result, the drop’s axial and radial position along the magnet’s symmetry axis at

which the levitation condition of equation 2.106 is fulfilled should not depend on the drop’s

volume. Consequently, the diamagnetic levitation theory in section 2.3.4 suggests that as a
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levitated drop shrinks, it should not translate in any direction. However, we have observed

translation of the drop’s COM as it shrinks.

Figure 3.22a shows a drop’s radius over 30 minutes, during which Twall was increased

to induce evaporation. Images of the drop were recorded at 1 FPS. In the first 10 minutes,

Twall was increased to≈ 9.5 K from≈ 7 K. In the following 10 minutes, Twall was increased

to ≈ 12 K. For the final 10 minutes, Twall was increased to ≈ 13.5 K. Figure 3.22b shows

the drop’s axial displacement and figure 3.22c shows the drop’s radial displacement. From

these data one can see that there was a time period from t = 300 − 700 s where the drop

essentially stopped displacing as its size decreased. After t = 700 s, the radial and axial

velocities are ≈ 80 nm/s and ≈ 1 µm/s, respectively. It’s important to note that a positive

axial displacement corresponds to motion opposite to the direction of gravity. Drops that

become much smaller than what is shown in figure 3.22a will continue to move opposite to

gravity until they are destroyed by crashing into some surface inside the cell; when the drop

is destroyed, a pressure gauge on the cell records a temporary spike in the cell pressure to

P ∼ 10−3 mbar. It is typically the case that a drop with R . 150 µm is lost from the trap

in this manner.

In figure 3.23, the displacement of the same drop is plotted against its radius. Since the

drop’s position is changing as its size changes, both figure 3.23a and figure 3.23b suggest

the possibility that there is a force acting on the drop which does not depend on the drop’s

volume. Such a force could be due to stray electric fields in the experimental cell, which

apply forces to a charge on the levitated drop. Alternatively, a non-volumetric force that

could result in this sort of motion is a force that depends on drop’s surface area. Our ex-

perimental cell is ≈ 2.5 feet long, and in normal operation, its base is near liquid helium

temperatures, whereas the top of the cell is outside the cryostat and thus at room tempera-

ture. The top of the cell is also connected to ≈ 6 feet of vacuum line, which has non-zero

leak rate. One possibility is that there is a wind of impurities that originate from above –

or beneath – the drop and apply forces to it. Another possibility is that there is some sort
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Figure 3.22: The measured displacement of a 4He drop’s equilibrium position. (a) The
radius of the drop versus time. (b) The axial displacement of the drop’s center of mass
versus time. (c) The radial displacement of the drop’s center of mass versus time. The drop
was made to evaporate more quickly than usual by raising the temperature of the walls
around it to ≈ 13.5 K.
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Figure 3.23: The measured displacement of a 4He drop’s equilibrium position. (a) The ax-
ial displacement of the drop’s center of mass versus its radius. (b) The radial displacement
of the drop’s center of mass versus its radius. These plots are derived from the data shown
in figure 3.22.
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of local complex flow of the helium atoms evaporating from the drop as they eventually

scatter away from it.

It is useful to note a recent change we have made to the experiment, as it has relevance

here. In the past, we used slightly less pure 4He gas (99.999% instead of 99.9999%) to

make drops, and we did not clean the helium gas by passing it through a liquid nitrogen cold

trap before allowing it to enter the cell. The measurements presented in figures 3.21, 3.24

and 3.25 used 99.9999% pure 4He gas, and the gas was not cleaned with the cold trap. The

measurements presented in figures 3.22 and 3.23 used 99.999% pure 4He gas, and the gas

was not cleaned with the cold trap. All other measurements presented in this thesis used

99.9999% pure 4He gas that was cleaned with the cold trap. Over the entire measurement

period, the drop described in figure 3.17 (99.9999% pure 4He gas cleaned with the cold

trap) displaced radially ≈ 8 µm and axially ≈ 70 µm, which is considerably less than what

is found in figures 3.22 and 3.24. This suggests that the cleaner 4He gas results in much

less drop displacement over long periods.

On a couple of occasions when we used 99.999% pure 4He gas that was not cleaned

with the cold trap, we saw the sudden appearance of solid chunks in a levitated drop while

we recorded video. In one particular video, we observe an asymmetric mass undergo ≈

18 revolutions inside a drop with R ≈ 218 µm during the 14 second video clip. We

applied -300 volts to an electrode near the drop and we were unable to notice a displacement

in the drop’s position, so the asymmetric mass seemed to be charge neutral. Since we

began using the higher purity gas, and cleaning it using the cold trap before it enters the

experimental cell, we have not observed rotating solid chunks in the drops. The rotation

observed in the video corresponds to an angular speed ωimp/2π ≈ 1.3 Hz. It’s known that

superfluid rotation may manifest as a lattice of uniformly distributed parallel vortices with

area density [76]

nv =
2ωm

h
(3.1)

where m is the mass of a 4He atom. Assuming the drop has rotational motion that would
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correspond to an average angular speed ω, then the number of vortices Nv that may have

been inside the drop is given by Nv = πR2nv = 155 with ω = ωimp/2π ≈ 1.3 Hz and

R ≈ 218 µm.

Trapping a Single 4He Drop for Many Hours

We were interested to know if allowing a drop to evaporate for much more than three

hours would result in the drop reaching lower Td than we had previously measured (see

section 3.4.2). Figure 3.24 shows a plot of a drop’s radius and displacement over 24 hours.

Figure 3.24a shows that R decreased by only 10% over this period. Interestingly, Ṙ seems

to be negative from hour 11 through hour 14. Ṙ < 0 was the result of systematic errors

that affected extracting R from fits to drop images. Such errors could have been the result

of condensation build-up on the cryostat’s room temperature window, or imaging part of

the drop’s edge through transparent kapton tape that fell onto the sapphire window (both

of these will affect the drop’s apparent size). Around hour 14, the needle valve in the

continuous flow line seemed to have gotten clogged, which allowed Twall to increase to

Twall & 20 K. As a result, we observed an increased Ṙ around hour 14.

Figure 3.25 shows a plot of the inferred average temperature of the drop as a function

of time, where the radius data was binned into two hour segments before the extracting the

slope and converting Ṙ into Td.

As described in section 3.4.3, when a drop shrinks, its equilibrium position translates.

Figure 3.24b and Figure 3.24c show the axial and radial displacement of the drop’s COM,

respectively. The drop’s average axial velocity over 24 hours was≈ 6 nm/s in the direction

opposite of gravity, whereas its average radial velocity was ≈ 7Å/s.

Although not shown in this section, we have continually trapped a single drop for 30

hours. The trap time of 30 hours was not limited by an inherent property of the levitated

drop, or evaporation. It should be possible to trap a single drop for several days.
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Figure 3.24: The evaporation of a 4He drop over 24 hours. (a) The radius of the drop
versus time. (b) The axial displacement of the drop’s center of mass versus time. (c) The
radial displacement of the drop’s center of mass versus time.
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Figure 3.25: The inferred temperature of a drop as a function of time, which is plotted
for different values of the sticking coefficient (accommodation coefficient). This plot was
generated by extracting the evaporation rate Ṙ from the data in figure 3.24a (after binning
it), and converting it into temperature.
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Figure 3.26: Coronal discharge in cryogenic helium gas at a pressure P ≈ 6 mbar sur-
rounding an electrode of square cross-section. The voltage applied to the electrode was
200 V.

3.4.4 Charged Levitated 4He Drops

The dielectric breakdown strength of cold helium gas at low pressure first decreases

with decreasing density of the gas, before turning around and beginning to increase as

the density decreases. Work done in the early 1990’s shows that the dielectric breakdown

strength of helium gas can get quite low, and that with a voltage of about 1 kV, it could be

possible to initiate dielectric breakdown at pressures P ∼ 1 mbar in mm-scale gaps [156].

We first tried to initiate dielectric breakdown in helium gas with the magnetic field off.

First, we evacuated the experimental cell and applied 200 V to an electrode near the lev-

itation point. Next, we slowly filled the experimental cell with helium gas, and when the

pressure reached P ≈ 6 mbar, we observed coronal discharge, which looked like a circular

glow around the electrode. Figure 3.26 shows an image of a coronal discharge halo sur-

rounding an electrode with square cross-section. If we stopped filling the experimental cell

with gas, we could sustain the coronal discharge. If we initiated the coronal discharge, then

slowly reduced the cell pressure, the coronal discharge halo around the electrode would

enlarge and become fainter. The coronal discharge persisted until the pressure was less

than ≈ 10−1 mbar. It seems likely that the large electric fields near the sharp corners of



CHAPTER 3. EXPERIMENT DESIGN AND INITIAL CHARACTERIZATIONS 173

the electrode provide the necessary condition to initiate dielectric breakdown in the helium

gas.

In order to charge a levitated drop, we followed the usual drop generation procedure,

but with one small difference. When there was a puddle of liquid helium at the bottom

of the cell, we applied -300 V to one of the electrodes near the levitation point. Next,

we pumped on the experimental cell and created a drop. When the cell pressure reached

P ≈ 9 mbar, the electrode power supply registered a spike in current (up to 100 µA from

its zero value) and coronal discharge initiated around the electrode. However, the spatial

extent of the coronal discharge was quite different with the magnetic field on, compared

to coronal discharge with the magnetic field off; with the magnetic field on, the coronal

discharge is focused near the tip of the electrode. When the coronal discharge had initiated,

there was a bright spot at the tip of the electrode, which can be seen in figure 3.27a. At

the same time, there was a ≈ 5% spike in P , and Twall began to rise quickly to ≈ 20 K.

Consequently, perhaps due to a combination of hotter cell walls and energetic particles

bombarding the drop, the drop began to evaporate rapidly. Occasionally, if we did not

shut off the power supply in time, the drop would evaporate until it was so small that it

was lost from the trap entirely. On the other hand, a drop would occasionally outlive the

coronal discharge; the coronal discharge stopped when the cell pressure P . 10−1 mbar,

which can be seen in figure 3.27b. In the end, the drop from figure 3.27b survived, and

settled to a radius R ≈ 300 µm. Next, we applied an AC voltage with Vpp = 28 V and

frequency ωdrive/2π = 1.4 Hz to another electrode (ωdrive/2π = 1.4 Hz is near the COM

mode frequencies). The drop’s radial and axial COM motion rang up to ≥ 2 mm, over

≈ 2 − 3 minutes of driving. From the large response of the drop’s COM motion due to

the application of an AC voltage to the electrode, we could conclude that the drop was

charged. Furthermore, it is interesting to note that at one point we applied -10 V to an

electrode next to a charged drop. The drop moved towards the electrode, which suggests

that it was positively charged due to positive helium ions bound to its surface.



CHAPTER 3. EXPERIMENT DESIGN AND INITIAL CHARACTERIZATIONS 174

Figure 3.27: Coronal discharge in cryogenic helium gas in a large magnetic field. (a) The
initiation of coronal discharge in cryogenic helium gas at a pressure of 9 mbar near the
tip of an electrode with square cross-section. (b) The end of the coronal discharge due to
lowered experimental cell pressure. The voltage applied to the electrode was -300 V and
the helium is in a magnetic field with a magnitude ≈ 14 T.



Chapter 4

Laser-Based Measurements

In this chapter I describe the experimental setup that we used to measure levitated he-

lium drops. We have made laser-based measurements of drops’ center of mass motion,

evaporation and driven surface modes. We have also measured drops’ optical modes. Here

I explain in detail how an optical dipole force that was generated by a focused laser was

used to drive these surface modes. I also explain how a drop’s motion (center of mass mo-

tion or surface mode) will steer a laser that propagates through it, and how we have used

this steering to make measurements.

4.1 Measurement Setup

We used two optical tables. The first table is a standard optics table (which is magnetic)

resting on vibration-dampening air legs, on which the lasers, fiber couplers and modulators

reside. This table is located ≈ 10 ft. from the superconducting magnet in the cryostat.

The second optics table, which is non-magnetic, consists of a 4 ft. × 4 ft. × 1 ft. solid

block of granite that is bolted to an optical breadboard, with the granite resting on vibration-

dampening air legs. An aluminum framing structure which rests on top of the non-magnetic

table supports the cryostat. Laser light from the first table is coupled into optical fibers and

sent to the non-magnetic table, where all of the optical components are positioned beneath
175
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the cryostat. When the laser light reaches the non-magnetic table, it is sent back into free

space, where it passes through various lenses and wave plates to control the beam size,

convergence and polarization. The light is then guided by mirrors on the table and sent

upward into the cryostat through its windows, and into the experimental cell through its

sapphire window. The light propagates through the experimental cell and reflects from the

two right-angle prism mirrors on the brass cage (described in section 3.2.3), which allow

the light to interact with the drop before sending the light downward and outside of the

cryostat. Once the light exits the cryostat it is guided to photodiodes, which send signals to

our data acquisition system for analysis. Figure 4.1 shows the setup used to measure drops’

surface modes, optical modes and evaporation rates.

4.1.1 Drop Shape Distortion Via Optical Dipole Force

The application of an electric field to a levitated helium drop provides a non-contact

method to deform its shape. As a result, we used an intensity-modulated focused laser to

drive drops’ surface modes. Here I describe a drop’s deformation due to a laser propagating

through its center.

Despite the fact that liquid helium has a dielectric constant near that of vacuum, which

results in weak electric polarizability, it is still a dielectric liquid that will deform itself

in an applied electric field in order to minimize its total energy. In fact, a laser focused

onto a levitated helium drop with a beam diameter of 2w0, which is less than the diameter

(2R0) of the drop will tend to elongate the drop in the propagation direction of the beam.

To lowest order in the amplitude of elongation, the drop’s deformation takes on the shape

of the Y 0
2 (θ, φ) spherical harmonic with amplitude α2,0 (which corresponds to a drop’s

`d = 2 surface modes – see section 2.4). Then, the drop’s radius is given by R(θ, φ) =

R0 + δR(θ, φ), with δR(θ, φ) = R0α2,0Y
0

2 (θ, φ).

The larger the laser power PL, the greater the deflection amplitude. However, since the

magnetostatic energy and gravitational potential energy depend on the drop’s volume, and
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Figure 4.1: The setup used to measure the mechanical and optical modes of levitated drops.
The optics rest beneath the cryostat and direct lasers (shown in red and orange) vertically
into the cryostat’s optical access windows to interact with the drop, before exiting the cryo-
stat and being detected. A drop’s mechanical modes were driven via an intensity-modulated
laser (orange) created by the modulator (I/Q). These modes deflected a measurement laser
(red), which caused the laser to sweep across a photodiode (PD). As a result, the photodiode
detected intensity fluctuations at the mechanical mode frequencies and they were recorded
with a data acquisition system (DAQ).
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Figure 4.2: A sketch of the Y 0
2 (θ, φ) spherical harmonic deformation of a levitated helium

drop due to a laser propagating through it. Red rectangle: laser beam, α2,0: magnitude of
drop deformation, R0: unperturbed drop radius.

the volume is unaffected (to lowest order) by a Y 0
2 (θ, φ) deflection, the deflection ampli-

tude is determined by the balance between the surface tension (which depends on area, not

volume) and the electrostatic energy stored within the drop. Figure 4.2 provides an illus-

tration of the elongation of the drop along the beam propagation direction. As discussed

in section 2.6.1 (equation 2.174), to lowest non-zero order in the deflection amplitude, the

surface curvature energy of the drop is given by US = πσ(α2,0R0)2, where σ is the sur-

face tension. The time-averaged energy of the electric field UE in the drop is given by

1/2(εr − 1)ε0
∫

dV |E|2, where |E|2 = 2PL/(πcw
2
0ε0), ε0 is the permittivity of free space,

εr is the relative permittivity of helium, and c is the speed of light in vacuum. For a beam

with a width that is approximately constant over the diameter of the drop (as is the case

in our experiment), The electric field can be removed from the integral and the volume

V ≈ 2πw2
0R0(1 + α2,0). The drop’s shape is defined by minimizing the total energy

UT = US + UE with respect to α2,0. That is, the shape of the drop is determined by the
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condition that dUT/dα2,0 = 0. This condition implies that

−α2,0 =
εr − 1

σπcR0

PL. (4.1)

For a drop with R0 = 250 µm and PL = 1 mW, the drop’s radial deflection at the equator

δR(θ = π/2, φ) = −α2,0R0Y
0

2 (θ = π/2, φ) ≈ 5× 10−11 m. Using an intensity-modulated

(full modulation depth) laser with PL ∼ 20 mW, oscillatory shape distortions with δR(θ =

π/2, φ) ∼ 1 nm can be driven. Such shape distortions are easily measurable with the

technique described in section 4.4.

The focused beam in figure 4.2 generates a force that has maximal overlap with a drop’s

`d = 2 surface modes. Yet, the optical force has smaller (but non-zero) overlap with surface

modes with `d > 2, so this technique can be used to excite many surface modes with various

`d (see section 4.4).

4.1.2 Beam Steering

In our experiment, a levitated drop is, in effect, a ball lens that vibrates and oscillates in

the path of the laser beam. Provided the beam diameter is smaller than the drop diameter,

and the amplitude of the drop’s center of mass (COM) motion is small enough that the

beam remains entirely within the drop (i.e. no skimming), we can describe the laser using

ray optics and use ABCD matrices to determine the size and location of the beam. Alter-

natively, one can use Snell’s law to describe how the beam will refract into, and out of, the

levitated drop. Figure 4.3 shows a parametric plot of five rays propagating in vacuum be-

fore striking a dielectric of circular cross-section with an index of refraction of 1.1. Snell’s

law is solved at the first interface, defining the propagation direction across the dielectric,

and then it is solved again at the second interface, determining the propagation direction

into vacuum. As shown by figure 4.3, one would then expect a beam’s exit-angle (subjected

to the constraints listed above) to depend on its impact parameter h relative to a diameter
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Figure 4.3: A parametric plot of five rays propagating in vacuum before striking a dielectric
of circular cross-section with an index of refraction of 1.1.

line through the drop. Consequently, the displacement of the beam s(h, z) from the axis

coincident with the diameter line through the drop also depends on h, as shown by figure

4.4a.

Figure 4.4b shows the beam’s translation s(h, z) from the axis that penetrates the drop’s

center, as a function of the input beam impact parameter h, after the beam has propagated

by one meter from the drop. This translation is given by the product of the propagation

distance of the beam after the drop and tan(θf), where θf is the beam’s exit-angle from the

drop.

As mentioned earlier, ABCD matrices are a useful tool for calculating the size and

location of the beam as it propagates through a series of optical components. Under the

small-angle approximation (which is equivalent to the paraxial approximation in Gaussian

beam optics) the output position and propagation angle of a ray that propagates through an

optical component is related to the ray position and propagation angle at the input of the

component through a 2 × 2 matrix. Three fundamental 2 × 2 matrices – corresponding to

ray propagation, refraction through an interface, and reflection – can be used to build up

any optical system [157]. The ray propagation matrix Mprop, which propagates a ray by a
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Figure 4.4: Offset ray propagation through a dielectric sphere. (a) A sketch of a beam
displaced by an amount s(h, z) after refraction through a drop of radius R = 250 µm.
The input beam impinges upon the drop with an impact parameter h. (b) A plot of the
displacement s(h, z) (evaluated at z = 1 m) of a beam from the axis that passes through
the center of the drop, as a function of the impact parameter h of the input beam.
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distance d is given by

Mprop =

 1 d

0 1

 . (4.2)

The refraction matrix Mrefr for the refraction of a ray between two dielectric mediums with

indices of refraction n1 and n2, where the interface between the two mediums has a radius

of curvature R is given by

Mrefr =

 1 0

−n2−n1

n2R
n1

n2

 . (4.3)

The reflection matrix Mrefl for the reflection of a ray from a curved mirror, where R is the

radius of curvature of the mirror is given by

Mrefl =

 1 0

2
R

1

 . (4.4)

Any number of these matrices can be multiplicatively combined to represent the entire

optical chain through which a ray propagates by a single 2× 2 matrix M. Generally,

M =

 A B

C D

 (4.5)

and it is applied to the left of a 2 × 1 column vector whose top and bottom entries are the

ray’s position and propagation angle, respectively. The matrix M can also be applied in

Gaussian beam optics to the complex parameter q, in order to find the beam waist at any

given location. As a result, the input complex beam parameter q1 is related to the output

complex beam parameter q2 by the relationship

1

q2

=
C +D/q1

A+B/q1

, (4.6)
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where
1

q(z)
=

1

R(z)
− λ

πw2(z)
i. (4.7)

Here, λ is the wavelength of the beam, and R(z) and w(z) are the beam’s wavefront cur-

vature and radius respectively, at location z. The complex beam parameter can also be

expressed as

q(z) = z + izR, (4.8)

where the Rayleigh range zR is given by

zR =
πw2

0

λ
(4.9)

and w0 is the radius of the beam at the beam waist.

The ABCD matrix Mdrop corresponding to propagation of a beam through the center

of a levitated drop (or a ball lens, in general) is given by Mdrop = M
(2)
refrMpropM

(1)
refr, where

M
(1)
refr(M

(2)
refr) is the refraction matrix for propagation through interface 1(2). As a result,

Mdrop =

 −1 + 2n0

n1

2n0R
n1

2(n0−n1)
n1R

−1 + 2n0

n1

 , (4.10)

where n0 is the index of refraction of vacuum, n1 is the index of refraction of liquid helium,

andR is the radius of the drop. The drop’s focal length f is given by the negative reciprocal

of matrix element (2,1) in Mdrop. For helium drop with n1 = 1.028 and R = 250 µm,

f ≈ 9 mm.

Figure 4.5 (orange) shows the radius w(z) of a Gaussian beam which is focused such

that its focal plane lies midway between the two prism mirrors on the brass cage (see

section 3.2.3), but without propagating through the levitated drop. Figure 4.5 (blue) shows

w(z) for the same beam, but including a liquid helium drop with R = 250 µm at the

midpoint between the two prism mirrors. It is useful to note that the origin in figure 4.5
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Figure 4.5: The radius of a Gaussian beam that is focused at the midpoint between the
prism mirrors on the brass cage. Horizontal axis: distance from the midpoint. Orange: the
radius of the beam when there is no drop present. Blue: the radius of the beam when there
is a drop present.

refers to the midpoint between the two prism mirrors. If the plot is inspected closely, one

may notice that the two curves do not overlap. This occurs because the drop is refractive,

and so it changes the location of the Gaussian beam’s waist. The drop shifts the focal plane

of the beam ≈ 4 mm for a drop R = 250 µm. What is immediately clear from inspecting

this plot is that the levitated drop’s small focal length results in much faster (compared to

not having a drop) beam divergence after the beam passes the midpoint between the two

prism mirrors.

If a drop’s shape is distorted (i.e. due to a focused laser propagating through it, as

described in section 4.1.1) then it will exhibit ellipticity e = R(θ = 0)/R(θ = 2π) (see

figure 4.2 and section 3.4.1) and the local radius of curvature will depend on e. Further-

more, the distance the laser travels inside the drop also depends on e. In this case, in order

to use ABCD matrices to describe beam propagation through the elliptical drop one can

use Mrefr with the local radius of curvature R→ R(e). One can also use Mprop where d is

parametrically defined for a beam with an arbitrary incidence angle and impact parameter.

Figure 4.6 shows the displacement of a laser with h = 240 µm at z = 1 m after it propa-
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Figure 4.6: The displacement of a laser (with h = 240 µm at z = 1 m) after it propagates
through a drop of ellipticity e. Here, the drop’s unperturbed radius R0 = 250 µm.

gates through the drop versus 1− e (this is approximately how far away the photodetector

is in actual measurements). The drop’s cross-section is circular when 1− e = 0. Here, the

drop’s unperturbed radius R0 = 250 µm.

From this section, we gather that COM modes will change h at the frequency of their

motion, and thus will deflect a laser at the same frequency. As described in section 4.1.1,

a focused laser can be used to drive a drop’s surface modes. Driving the drop’s `d = 2

surface mode (4.2 can be conceived as a snapshot of this driving) necessarily introduces

ellipticity. Figure 4.5 and figure 4.6 then suggest that a drop’s surface modes will deflect

and focus a laser at the surface modes’ frequencies.

4.2 Center of Mass Motion of a Levitated 4He Drop

In this section I describe center of mass (COM) motion measurements of magnetically

levitated drops (see section 2.3.4). We have measured the drop’s COM modes and found

that the modes are coupled, and that an asymmetry in our trap leads to a broken degeneracy
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of the drop’s radial motion. We measured three normal modes of oscillation with frequen-

cies ∼ 1 Hz, which are in good agreement with what was predicted in equations 2.114

and 2.115. We attempted to measure these modes’ quality factor via a ring-down measure-

ment, but we found that the amplitude of the drops’ COM modes tend to grow over time;

this precluded a quality factor measurement. Using a laser for measurement rather than

video analysis (see section 3.4.2) allowed for more precise measurements of drops’ COM

motion, and thus a better characterization of the magnetic trap.

After a drop has been levitated and its radius has stabilized to a value around 250-300

µm, we allowed the drop to evaporate for some time (∼30 minutes for these measure-

ments) before allowing a laser to enter the cryostat. The prism mirrors warm slightly when

laser light impinges on them, so if they are allowed to warm before the pressure in the

experimental cell is very low, it can cause the gas around the drop to warm, which causes

increased evaporation of the drop.

The levitated drop is positioned between the two prism mirrors so that a laser that

enters the cryostat will pass through the drop. By the time the drop radius has stabilized,

it typically undergoes center of mass (COM) motion with an amplitude that is smaller than

the resolution of our imaging system. If desired, we apply an impulse to the levitated

drop (by giving the non-magnetic table a small bump), giving it several tens of microns

of COM motion. As discussed in section 4.1.2, when the drop undergoes COM motion

and moves across the path of the laser beam, the beam is refracted at an angle dependent

upon the drop’s position relative to the beam. As a result, when the refracted laser exits

the cryostat it sweeps across a photodiode in such a way that the photodiode detects an

intensity proportional to the COM displacement.

Figure 4.1 illustrates the measurement set-up for COM measurements, except that the

intensity-modulated laser was not used. Figure 4.7 shows a simplified illustration of the

setup. The beam is guided into the cryostat (after transmitting through a dichroic mirror)

with steering mirrors, and focused down to a diameter ∼ 190 µm at the location of the
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Figure 4.7: The setup used for laser-based COM motion measurements. A beam propa-
gates into the fridge and through the drop. The drop’s motion causes the beam to sweep
across a photodiode (PD) outside of the fridge. The dichroic mirror (pink slab) passes red
light, but reflects green. The drop is illuminated (green diode) and imaged (black cam-
corder) coaxially.

levitated drop, which is smaller than the drop diameter by nearly a factor of three. Beam

profile measurements show that the beam diameter increases to 500 µm at 7 cm away from

the focal plane, which means the beam has an approximately constant diameter throughout

the drop. Like in the COM measurements taken using video analysis, in these measure-

ments we set the magnet current to some value, wait for 5 minutes to let the magnet settle,

then use a National Instruments 12-Bit DAQ card to sample the photocurrent signal from

the photodiode at 20 Hz for 10 minutes, before repeating the process for multiple currents.
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Figure 4.8: A drop’s COM motion. (a) 30 seconds of laser deflection measurement of
the drop’s COM motion. (b) The power spectral density of this motion. The peaks in
(b) correspond to the motion in x, y and z directions (x and y direction motion is nearly
degenerate).

It is important to note that the beam propagation length from the drop to the photodiode

is ∼ 1 m. As a result, the beam exiting the cryostat is ∼ 1 cm in visible diameter (on a

detector card) at the cryostat’s optical access window, and the light must be focused onto

the photodiode. The beam diameter cannot be measured with a beam profiler at the window

because the magnetic field is too large, which causes the profiler to malfunction.

One immediate difference between measuring COM motion with video analysis versus

laser deflection is that every time the magnet current is changed, the levitation point moves,

and so we must re-align the laser so that it propagates through the drop properly, while also

reaching the photodetector. The measurements presented next are of the same levitated

drop that is depicted in figure 3.13. Figure 4.8a shows 30 seconds of the COM motion

signal of a trapped 4He drop with a radius of 272.2 ± 0.7 µm, and figure 4.8b shows the

power spectral density (PSD) of this signal. The magnet current was set to 115.6 A for this

measurement. The most striking difference between the laser measurement and the video

analysis is that we detect a third motional peak at ≈ 1.52 Hz using the laser. This peak was

not detected in the video analysis measurements because it corresponds to motion along

the video camera’s line of sight. The peak at ≈ 1.52 Hz is distinct from the other peak at

≈ 1.50 because of a broken degeneracy of motion in the radial direction, (i.e. r-direction,
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Figure 4.9: The power spectra of a drop’s COM motion for various magnet currents.

r =
√
x2 + y2) into non-degenerate x-direction and y-direction motion.

Similar to the video analysis method for studying the COM motion, we have used this

laser-based measurement to study the COM at various magnet currents. Figures 4.9(a-f)

show the power spectral density of COM motion for levitation currents 115.4 - 115.9 A,

spaced by 100 mA. Each peak in a given trace corresponds to a normal mode of COM

oscillations. Near 115.4 A, the modes do not seem to be interacting significantly, so we

associate them with x-direction, y-direction, and z-direction COM motion. However, as

the magnet current is increased through 115.9 A, the mode frequencies initially approach

each other, before undergoing an avoided crossing. The avoided crossing suggests that the

modes are coupled and hybridize into a new set of normal modes of oscillation.

In order to begin to understand how a perturbation in the system could affect the COM

modes, we start by defining the dynamical matrix Ω2(B) for the three components of the
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COM oscillations that includes the unperturbed mode frequencies:

Ω2(B) =
1

4π2


ω2
z(B) 0 0

0 ω2
r(B) 0

0 0 ω2
r(B)

 (4.11)

where B is the magnetic field strength and ωr(B) and ωz(B) are given by equations 2.114

and 2.115.

We are interested in finding a matrix representation ∆ of a perturbation caused by an

additional potential V that would cause the normal modes of COM oscillations to couple

to each other. A possible cause for this coupling is a tilt of the magnet’s symmetry axis

relative to the direction of gravity.

Consider the unperturbed trapping potential U = 1
2
rirjU

(2)
i,j + 1

6
rirjrkU

(3)
i,j,k + . . ., which

contains contributions from gravity and the magnetic field (as discussed in section 2.3.4

U has a minimum at r = 0). Summation over repeated indices are assumed and i, j, k,∈

{1, 2, 3}, with r1 = x, r2 = y, r3 = z. The i, j element of the matrix U (2)
i,j ≡ ∂ri∂rjU .

An arbitrary perturbing potential takes the form V = rjV
(1)
i + 1

2
rirjV

(2)
i,j + 1

6
rirjrkV

(3)
i,j,k +

. . . . The minimum of the combined potential U + V occurs at a displacement Xk =

V
(1)
`

[
U (2)

]−1

k`
, where

[
U (2)

]−1

k`
is the matrix inverse of U (2). If we define a new coordi-

nate system which is equal to the old coordinate system but with the origin shifted to the

minimum of U + V (i.e., coordinates yi = ri −Xi), then to second order

U + V =
1

2
yiyj

{
U

(2)
i,j + V

(2)
i,j +Xk

(
U

(3)
i,j,k + V

(3)
i,j,k

)}
=

1

2
yiyj

{
U

(2)
i,j + V

(2)
i,j + V

(1)
`

[
U (2)

]−1

k,`

(
U

(3)
i,j,k + V

(3)
i,j,k

)} (4.12)

The term in the braces represent the curvature about the new minimum. A perturbation due

to the tilt of the magnet’s axis relative to gravity can be described by V = rjV
(1)
i , in which
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case equation 4.12 simplifies to

U + V =
1

2
yiyj

{
U

(2)
i,j + V

(1)
`

[
U (2)

]−1

k,`
U

(3)
i,j,k

}
=

1

2
yiyj

{
U

(2)
i,j + ∆i,j,k

} (4.13)

The matrix elements U (2)
i,j and the tensor elements U (3)

i,j,k are obtained from fits to axial and

radial magnetic field data. Using the polar angle θ (θ=0 means that the magnet’s axis and

gravity are perfectly aligned) and the azimuthal angle φ the vector V (1)
` can be expressed

in terms of the projection of the gravitational force along the magnet’s axis. In this case we

find that

∆ =


63.5(1− cos θ) 37.4 sin θ cosφ 37.4 sin θ sinφ

37.4 sin θ cosφ −27.6(1− cos θ) 0

37.4 sin θ sinφ 0 −27.6(1− cos θ)

 (4.14)

We add equation 4.11 to equation 4.14 and diagonalize the result to find the new nor-

mal mode frequencies. Figure 4.10 shows the peak frequencies from figures 4.9a-f plotted

versus the magnet current. When the inter-mode coupling is insignificant (near 115.4 A),

the black data (circles) corresponds to z-direction motion, while the red and blue data cor-

respond to x-direction and y-direction motion. The dotted lines are the unperturbed radial

mode (purple) and axial mode (black) frequencies, which are predicted by equations 2.114

and 2.115. The solid lines are the result of a fit to the data using the new normal mode fre-

quencies, where θ, φ and the molar magnetic susceptibility χmol have been used as fitting

parameters. The fit gives θ = (0.27±0.11)◦, φ = (3±360)◦, χmol = (1.92±0.10) m3/mol.

The larger uncertainty in φ is not surprising because φ = 0 is arbitrary in a system with high

azimuthal symmetry. Although the fits are not excellent, the model does in fact predict the

breaking of the radial degeneracy between COM modes and an avoided crossing between

the COM modes. The fit quality is likely limited by our ignorance of the magnetic field
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Figure 4.10: A drop’s COM mode frequencies versus magnet current. Circles: measure-
ments. Dotted lines: unperturbed radial mode (purple) and axial mode (black) frequencies,
which are predicted by equations 2.114 and 2.115. Solid lines: the result of a fit that
allows for inter-mode coupling due to a tilt of the magnet’s axis with respect to gravity.
The fit has free parameters θ, φ, χmol and the best fit values are θ = (0.27 ± 0.11)◦, φ =
(3± 360)◦, χmol = (1.92± 0.10) m3/mol.

properties near the levitation point. This is because in building the experiment we have

added objects (see section 3.2.3) with small (but non-zero) magnetic susceptibility near the

levitation point, which will slightly alter the magnetic field.

Ring-Down Measurement

Although we tried to measure the COM motion ring-down with video analysis and

found that the motion does not ring down, we also attempted to measure COM motion

ring-down via laser deflection. In this measurement (like the video analysis measurement)
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Figure 4.11: A drop’s COM motion over 8 hours. (a) The laser deflection measurement
of a drop’s COM motion versus time. (b) The data from (a) after subtracting the DC offset
and binning the data into 1 s bins.
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the magnet was operated in persistent mode. We recorded video at a frame rate of 0.25 FPS

for 8 hours, but the video quality is poor, so it is difficult to extract useful information from

the video. However, over the course of the 8 hour measurement, the drop’s equilibrium

position shifted in the direction of gravity by ≈ 250 µm. It is interesting to note that

over the 8 hours, the current decayed from 115.60 A to 115.48 A, which corresponds to a

supercurrent decay of 0.009% per hour (approximately 33% faster decay than specified by

Oxford Instruments). Alongside the video capture of the COM motion, we simultaneously

used a 1550 nm laser with PL ≈ 3 mW to measure the COM motion of the drop. The

photodiode signal was sampled at 20 Hz for the entire 8 hours. Figure 4.11a shows the raw

laser deflection data, which shows a large drift in the DC offset of the oscillations. The shift

occurs because the signal depends on the location of the drop. Figure 4.11b shows the COM

motion data with the DC offset over the entire data set subtracted, and after binning the

data and subtracting the mean of each bin. The bin size was 0.01 minutes. There is a good-

looking decaying envelope in the data, starting at 8,162 seconds, but because we know

that the COM motion of the drop does not ring down, we do not attribute this decaying

amplitude to a decaying COM motion amplitude. This decaying amplitude is consistent

with a slow displacement of the drop’s COM, which led to less laser light overlapping with

the drop throughout its COM oscillations, and thus decreasing measurement sensitivity to

the drop’s COM modes.

In order to begin investigating the decay amplitude, the data from figure 4.11b is Hilbert

transformed in order to recover the envelope from the oscillatory COM signal. The recov-

ered amplitude is fit to a second order polynomial, and it is assumed that at the time that the

data from figure 4.11b has the largest amplitude, we have the largest detection sensitivity

(at 8,162 seconds). Figure 4.12a shows the extracted envelope of the COM motion plotted

against time, where the envelope has been normalized by its maximum value. Under the

assumption that the vertical displacement of the drop’s equilibrium position was linear in

time, figure 4.12b shows the detection sensitivity plotted against the displacement of the
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Figure 4.12: Sensitivity to a drop’s COM motion. (a) The measured detection sensitivity
to COM motion versus time. (b) The measured detection sensitivity to COM motion versus
the drop’s equilibrium displacement. (c) the predicted detection sensitivity to COM motion
versus time.
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levitation point. Note that figure 4.12b is a best-case-scenario, because it assumes that the

COM motion of the drop did not increase over time. If the COM motion did increase,

but only by a small value, then figure 4.12b should decently represent the detection sen-

sitivity. With what we know about how the laser beam is steered as a function of h (see

section 4.1.2), and how the laser beam width grows with distance after it propagates through

the drop, we can predict the intensity of the beam as a function of distance away from the

drop and the impact parameter h of the input beam, along the axis that is coincident with

the diameter of the drop (h = 0). The normalized intensity along this axis is given by

I(h, z) = exp (−s2(h, z)/w2(z)). The predicted intensity detection sensitivity to the rela-

tive position (h) between the drop and the input beam is, then, given by dI(h, z)/dh. Fig-

ure 4.12c shows the predicted intensity detection sensitivity (for a photodetector at z = 1

m) plotted against the displacement of the drop’s equilibrium position. The detection sen-

sitivity is maximized with ∼ 50 µm of separation between the input beam and the center

of the drop, and starts to quickly decrease from there. If the maximum detection sensi-

tivity here corresponds to the maximum COM motion amplitude in figure 4.11b (at 8,162

seconds), then the predicted detection sensitivity in figure 4.12c is in good agreement with

the detection sensitivity that was extracted from measurements in figure 4.12b. From fig-

ure 4.12, we gather that (given a fixed laser) the displacement of the drop’s equilibrium

position resulted in the decreased sensitivity to the drop’s COM motion. The displacement

of the drop’s equilibrium position likely caused the laser to displace across the active region

of the photodiode, such that the COM oscillations did not lead to sizable intensity fluctua-

tions on the photodiode. A secondary cause of the decreased sensitivity was likely due to

the decreasing overlap between the laser and the drop, such that as the drop oscillated the

laser was only partially refracted.

Another effect from the displacement of the drop’s equilibrium position is the COM

oscillation frequencies that change as a function of time. Figure 4.13a shows the shift

of one of the radial (red) and axial (blue) COM oscillation frequencies over the entire
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Figure 4.13: Drop displacement due to the decaying supercurrent in the levitation magnet.
(a) The COM mode frequency of one of the radial directions (red) and the axial direc-
tion (blue) versus time. (b) The magnet current as inferred from the data in (a). (c) The
displacement of the drop’s equilibrium as inferred from the data in (b).
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measurement. These data were obtained by binning the data from figure 4.11b and plotting

the peak frequencies that appear in the PSDs of the bins. The magnet’s current decay is

shown in figure 4.13b, which was inferred from the measurements in figure 4.13a (using

equation 2.114). As mentioned, there was a corresponding displacement in the drop’s

equilibrium position, which was inferred from figure 4.13b (using equation 2.106), and is

shown figure 4.13c.

4.3 Evaporation of a Levitated 4He Drop

In this section, we describe how optical modes were used to measure a levitated drop’s

evaporation rate, and thus its temperature. Using optical modes (described in detail in

section 2.2.3), we measured changes in a drop’s radius due to evaporation to be as small

as ≈ 0.56 Å/s, which corresponds to a temperature ≈ 331 mK. We found that drops could

be continuously illuminated with laser power & 10 mW for 6 hours without suffering

measurable absorptive heating.

Figure 4.1 illustrates the set-up for evaporation measurements. Section 4.5 described

how we excite the optical modes of a 4He drop by placing the focus of a laser at the drop’s

edge, and detect the laser’s intensity at a photodetector. These modes are resonant in the

drop when the laser’s wavelength λ satisfies `λ = 2πR, where ` is an integer and R is

the drop’s radius. When this resonance condition is satisfied, the optical mode amplitude

grows inside the drop, and since the electromagnetic field of these modes leaks radially

around the drop’s periphery, less light will impinge upon the photodetector downstream.

As a result, we observe dips in the light intensity measured at the photodetector.

The levitated drop slowly evaporates, so in actuality the drop’s radius R = R(t). Then,

the resonance condition `λ = 2πn1R can be satisfied at multiple times such that `λ =

2πn1R(t0), (` − 1)λ = 2πn1R(t1), (` − 2)λ = 2πn1R(t2), etc. We excited the optical

modes using an intensity-stabilized HeNe laser with power Pmeas
L = 300 µW and λopt =
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Figure 4.14: Optical modes with λopt = 632.8 nm of a levitated drop with radius R ≈
208 µm. Black: measurement of the drop’s optical modes over time. Red: Lorentzian fits
to the optical modes. The results of the fits are shown in table 4.1.

632.8 nm, whose focus (beam waist diameter 2w0 ≈ 135 µm) was made to skim the drop’s

edge. While the optical modes were excited, we modulated a separate laser at frequency

fsurf , with power P drive
L , λdrive = 1, 550 nm and 2w0 ≈ 190 µm, and placed its focus near

the drop’s center. Consequently, we drove the drop’s fundamental (`d = 2) surface mode

with frequency fsurf (see section 4.4). As a result, the transmission of the optical mode

was modulated at fsurf , and we detected the transmitted light with a photodetector whose

photocurrent was measured using a lock-in amplifier (LA). We used the LA to demodulate

the photocurrent at fsurf , and integrated the resulting signal. This integration provided the

optical mode’s transmission over time. A more detailed description of this measurement

technique is given in section 4.5.

Figure 4.14 shows the optical transmission over time for a drop with R ≈ 208 µm
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and P drive
L ≈ 30 mW. We fitted the transmission dips to Lorentzians to extract the time

spacing τλ of the modes. In this data there are a series of double dip features, which reflect

the presence TE and TM optical modes. The TE and TM modes have respective time

spacing τTE,n
λ and τTM,n

λ , where n is an integer. In the figure, τTE,1
λ = 849.87± 0.15 s and

τTM,1
λ = 849.43± 0.10 s. In τTE,1

λ , the drop’s circumference decreased by λ, which means

that its radius R decreased by λ/2π. As a result, Ṙ = (λ/2π)/τTE,1
λ ≈ 1.185 Å/s, which

corresponds to a drop temperature Td = 341.5 ± 0.05 mK, according to equation 2.163 in

section 2.5.1. If instead τTM,1
λ is used to find Ṙ, one finds Ṙ = (λ/2π)/τTM,1

λ ≈ 1.185 Å/s,

which corresponds to Td = 341.5 ± 0.05 mK. The temperature measurements associated

with τTE,n
λ and τTM,n

λ for n = 1, 2, 3, 4 are shown in table 4.1. In this table, I have only

included Ṙ and Td as calculated from τTE,n
λ .

n τTE
λ [s] τTM

λ [s] Ṙ [Å/s] Td [mK]
1 849.87 849.43 1.185 341.50± 0.05
2 841.77 841.97 1.196 341.67± 0.05
3 839.23 839.94 1.199 341.71± 0.05
4 835.51 835.53 1.205 341.78± 0.05

Table 4.1: Evaporation rates and temperatures of a drop with R ≈ 208 µm.

The data show that Td increased by ≈ 300 µK over tmeas = 4, 500 s, which we suspect

to be the result of heat conduction between the drop and the cell walls (as described in

section 2.3.1, the optical absorption is expected to be negligible for P drive
L ≈ 30 mW).

However, when the drive laser enters the cell, the cell wall temperature Twall can increase

from ≈ 6.5 K to ≈ 10 K, depending on the laser alignment (perhaps from striking an

absorptive object, such as dust). During the measurement, Twall slightly increased, which

caused a corresponding slight increase in Td. Using equation 2.166 to infer the heat load

necessary to cause Td to asymptote to ≈ 341 mK, one finds a heat load Q̇ ≈ 70 pW, which

would arise from a cell pressure Pcell ≈ 6× 10−8 mbar.

For the same drop, we systematically studied how Ṙ varied with the total laser power

P tot
L = P drive

L +Pmeas
L entering the cell. In order to do this, we varied P tot and measured the
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Figure 4.15: Laser power dependence of a drop’s evaporation rate. Top: The temperature
of a drop with R ≈ 208 µm. Middle: The heat load on the drop. Bottom: the helium
pressure required to produce the measured heat load. All three are plotted versus the total
input laser power. Dotted line: Linear extrapolation to zero laser power.
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optical modes that appeared in tmeas. Prior to the measurement, we raised the experimental

cell wall temperatures to ≈ 30 K for 10 minutes (removes desorbing liquid helium film

from the cell walls) and we allowed the drop to evaporate for ≈ 4 hours without allowing

laser light to enter the cryostat. Figure 4.15 shows the result of this measurement. The

black dotted line in the figure is an extrapolation to P tot
L = 0 mW, giving Td = 326 mK,

Q̇ ≈ 18 pW, and Pcell ≈ 1× 10−8 mbar in the absence of heat conduction into the drop due

to optically absorptive objects in the cell generating heat.

In order to check that the optical mode measurements of Ṙ were sensible, we wanted to

use an independent measurement of R and compare the two measurements. We measured

the drop’s radius via measurement of its `d = 2 surface mode (see section 4.4) just before

and one hour after the measurements presented in figure 4.15, and found that after the total

time ∆t ≈ 5.3tmeas = 6.7 hours, ∆R ≈ 2.1 µm. This gives an average evaporation rate

Ṙavg ≈ 0.9 Å/s, which corresponds to T avg
d ≈ 337 mK, and is in good agreement with the

average of the temperature measurements in figure 4.15.

Figure 4.16 shows the theory curve that relates Td to Ṙ (dotted line), and it is overlaid

with our evaporation measurements (solid circles). The point of showing this plot is to con-

vey that because of the non-linear relationship between Td and Ṙ, a small decrease in T (for

example, realized by a small decrease in Pcell) is expected to provide a significant decrease

in Ṙ. A decreased Td is ideal for our purposes for a number of reasons. First, decreased Td

comes with a decreased Ṙ, which will decrease the frequency sweep rate required to track

the drop’s optical modes (see section 2.5.1). Second, the surface mode loss ∝ T 4
d (see sec-

tion 2.4), and so will be strongly suppressed. Third, as described in section 2.3.1, for larger

drops (future work), the dominant optical loss mechanism is expected to be scattering from

thermal surface waves, so decreased Td will suppress the optical loss.
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Figure 4.16: A drop’s evaporation rate versus its temperature. Dotted line: the theory that
relates a drop’s temperature to Ṙ. Circles: the drop’s inferred temperature from measure-
ments of Ṙ.
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4.4 Surface Modes of a Levitated 4He Drop

In this section, I describe measurements of driven surface modes in levitated drops with

R ≈ 175 − 300 µm (see section 2.4 for a detail description of these modes). We found

that these modes’ frequencies are in good agreement with theory. We also found that these

modes’ decay rates are close to the predictions given by ballistic phonons damping the

surface modes (see section 2.4), but that they may be slightly overestimated.

As described in section 2.4, a levitated drop’s surface modes are harmonic oscillation

modes that are restored by the drop’s surface tension. The angular frequencies of these

modes are given by equation 2.140:

ω`d =

√
`d(`d − 1)(`d + 2)σ

ρ0R3
(4.15)

where `d ≥ 2 is the surface mode index, σ is the surface tension, ρ0 is the mass density

and R is the drop’s radius. With the image analysis techniques discussed in section 3.4.1,

extract R from images of a drop, then substitute it into equation 2.140 to find ω`d .

In these measurements, we modulated (up to ≈ 100% modulation depth) a drive laser

at frequency ω`d/2π, with power P drive
L , λdrive = 1, 550 nm and beam waist diameter

2w0 ≈ 190 µm, and placed its focus near the drop’s center. Consequently, the intensity-

modulation provided a modulated optical dipole force to the liquid helium, and thus drove

the drop’s surface modes (see section 4.1.1). We placed the waist of a measurement laser

with Pmeas
L ≈ 3 mW, λmeas = 635 nm and beam waist diameter 2w0 ≈ 135 µm, slightly

offset from the drop’s center. The measurement laser was collected onto a photodiode

(and filtered with a dichroic mirror to ensure the driving laser did not reach the photodi-

ode) whose photocurrent was measured using a lock-in amplifier (LA). Because the drop’s

surface mode was driven, the measurement laser that propagated through it was deflected,

which led to power fluctuations with frequency ω`d/2π at the photodetector. The LA’s

reference frequency was also used to modulate the drive laser intensity. We swept the
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Figure 4.17: The setup used for surface mode measurements. A drive laser is intensity
modulated, imparting a modulated optical dipole force on the drop. A detection laser is
deflected by the drop’s vibrations and detected by a photodiode.

LA’s reference frequency about ω`d/2π, which allowed us to drive and measure the surface

mode oscillations. Figure 4.1 illustrates the set-up for surface mode measurements. How-

ever, figure 4.17 shows a simplified illustration of the setup for surface and optical mode

measurements (however, in actuality the driving laser is made to strike the drop near its

center).

Figure 4.18 shows a measurement (light blue) of the `d = 4 surface mode in a drop

with R = 246 ± 0.7 µm, and it includes a fit to a Lorentzian lineshape (dark blue).

Here, P drive
L ≈ 10 mW. The fit gives ω`d=4/2π = 566.585 ± 0.014 Hz and the linewidth

Γ`d=4/2π = 2.12± 0.03 Hz. We measured ω`d and Γ`d for surface modes of the same drop

with 2 ≤ `d ≤ 14. The data and the corresponding theory are shown in figure 4.19 (equa-

tion 2.140). The sensitivity to the surface mode’s motion depended on the measurement

laser alignment, and we were unable to find good enough alignment in order to detect the

`d = 9 mode. Figure 4.19a shows the difference between the expected and measured oscil-

lation frequencies, which along with figure 4.19b, shows that they are in good agreement.

The dominant source of surface mode damping is expected to arise from ballistic phonons

(phonons with mean-free-path Lmfp � R) scattering from the surface modes (which are

also called ripplons) and carrying away energy, which is described in section 2.4. Using
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Figure 4.18: A measurement of one of a drop’s surface modes. Light blue circles: a
measurement of the `d = 4 surface mode in a drop with R = 246 ± 0.7 µm. Dark blue
line: a Lorentzian fit. The fit gives ω`d=4/2π = 566.585 ± 0.014 Hz and the linewidth
Γ`d=4/2π = 2.12± 0.03 Hz
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equation 2.144, this model leads to an expected surface mode decay rate

Γexp
`d

2π
=
π2~K
60ρ0

(
kBT

~uc

)4

(4.16)

where uc is the speed of sound and the surface mode wavenumber K is given by [83]

K =
3
√
`d(`d − 1)(`d + 2)

R
(4.17)

We measured the `d = 2 mode frequency in the middle, and at the end, of the mea-

surement series shown in figure 4.19, and used it to extract the average evaporation rate

Ṙavg. We found Ṙavg ≈ 0.5 Å/s, which corresponds to an average drop temperature

T avg
d ≈ 330 mK. In figure 4.19c, equation 4.16 is plotted with T = 330 mK (green crosses)

and T = 310 mK (red stars).

One observation that can be made from this plot is that the slope in the measurements

and theory with `d are different from each other. The slopes match more closely with

T = 310 mK, which has a corresponding Ṙ ≈ 0.12 Å/s. However, this Ṙ is nearly 5×

smaller than what we measured, so we do not believe this to be the actual Ṙ. Another

difference between the measured and expected decay rate occurs for `d = 2. The apparent

deviation between the measured `d = 2 decay rate and the rest of the measurements is

repeatable, and is not predicted by equation 4.16.

These deviations may reflect the fact that equation 4.16 assumes inelastic ripplon-

phonon scattering events that each involve an independent phonon. However, a given

phonon only reaches equilibrium with its bath after travelling its mean free path Lmfp ∼

1/T 4, which for T = 330 mK gives Lmfp ≈ 4.5 mm. We note that Lmfp ≈ 18R, and the

phonon lifetime Lmfp/uc ≈ 16 µs � 2π/ω`d , the period of motion of the surface modes

(for 2 ≤ `d ≤ 14). Thus, a phonon scatters many times from an effectively “frozen”

surface, with the opportunity to average over the inward-moving and outward-moving por-

tions of the drop’s surface. The behavior of the surface mode decay rates have not been
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calculated in this regime.

We have also studied how ω`d/2π and Γ`d/2π change with R. Figure 4.20 shows mea-

surements of ω`d/2π for various drops with radii R ≈ 175 − 275 µm. Occasionally we

could not find the proper laser alignment to be sensitive to all the modes, so some are miss-

ing in the plot. Again, the data (circles) shows good agreement with theory (dotted lines).

Figure 4.21 shows Γ`d/2π for the same drops. The error bars arise due to the uncertainty

in R. Some error bars are bigger than others due to a low number of measurements used to

determine R. Additionally, because some data points come from a single measurement of

a surface mode, the drop temperatures are not known precisely so I take T avg
d = 350 ± 20

mK. The theory curves in figure 4.21 are generated using T = 350 mK. Although the pre-

dictions and measurements have a relative offset, the decay rate seems to scale with 1/R,

as expected from theory.

We studied how the surface mode frequencies change over time. Again, the laser align-

ment effects our surface mode detection sensitivity, and it tended to be the case that if

modes with even `d were easily detectable, then the modes with odd `d were more difficult

to measure (and vice versa). This could be due to surface mode nodes appearing where

the measurement laser strikes the drop for even or odd `d. Here, P drive
L ≈ 10 mW. For

these measurements we used an automation process via a python script. First, a LA sweep

measured ω`d=2, then ω`d for 2 ≤ `d ≤ 6 was predicted using equation 2.140. Next, in

increasing order of 2 ≤ `d ≤ 6, the LA recorded surface mode sweeps (which took ∼

10 minutes). Next, a LA sweep was used to measure ω`d=2 again, and the entire process

was repeated. Figure 4.22 and figure 4.23 show these measurements for drops with initial

radii R ≈ 240 µm and R ≈ 275 µm, respectively. The circles are the measurements and

the solid lines are the predicted frequencies. Our measurement was not sensitive to the

`d = 3, 5 modes, so they are not included. The solid curves are predictions generated by an

ω`d=2 surface mode measurement, and the circles are the measurements.

The surface mode measurements can be used to extract the drop’s temperature Td. Us-
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Figure 4.19: Measurements of many surface modes of a single drop. The drop’s radius
R = 246 ± 0.7 µm. (a) The difference between the measured frequencies (circles) and
predicted frequencies (crosses) in (b) versus the surface mode index `d. (b) Circles: mea-
surements of the 2 ≤ `d ≤ 14 surface mode frequencies, crosses: predicted frequencies.
(c) Circles: measurements of the 2 ≤ `d ≤ 14 surface mode linewidths, crosses: predicted
linewidths for T = 330 mK, stars: predicted linewidths for T = 310 mK.
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Figure 4.20: A plot of the expected (dotted lines) and measured (circles) surface mode
frequencies versus the drop radius R. These surface modes were driven using laser power
P drive

L ≈ 10 mW (with full modulation depth).
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Figure 4.21: A plot of the expected (dotted lines) and measured (circles) surface mode
linewidths versus the drop radius R. These surface modes were driven using laser power
P drive

L ≈ 10 mW (with full modulation depth). The theory curves are plotted for T = 350
mK.
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Figure 4.22: Surface mode frequency measurements plotted versus time for a drop with
initial R ≈ 240 µm. Circles: measurements. Solid lines: predictions (assuming a constant
evaporation rate Ṙ = 4.1 Å/s).

ing equation 2.140 and the ω`d=2 data from figure 4.22, ω`d=2/2π ≈ 195.1 gives R ≈

240.4 µm, while ω`d=2/2π ≈ 197 Hz at δt ≈ 3, 400 s later gives R ≈ 238.9 µm. This cor-

responds to an evaporation rate Ṙavg ≈ 4.1 Å/s, which gives an average drop temperature

T avg
d ≈ 360 mK. The same analysis for the drop with R ≈ 275 µm in figure 4.23 (where

I have used the first and last data points in the ω`d=2 plot) gives Ṙavg ≈ 5.1 Å/s, which

corresponds to T avg
d ≈ 365 mK. Here, the drops are not as cold as the drops presented in

section 4.3 because we did not bake the experimental cell walls, nor did we wait for many

hours before starting this measurement; we allowed the drop to freely evaporate for two

hours before allowing laser light into the cryostat.
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Figure 4.23: Surface mode frequency measurements plotted versus time for a drop with
initial R ≈ 275 µm. Circles: measurements. Solid lines: predictions (assuming a constant
evaporation rate Ṙ = 5.1 Å/s).
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4.5 Optical Whispering Gallery Modes of a Levitated 4He

Drop

In this section we describe measurements of drops’ optical modes. We found optical

modes with finesse as high as F ∼ 40, which we believe to be limited by radiation loss

(see sections 2.2.3 and 2.3.1) and line broadening due to ellipticity in the drops’ shapes

(ellipticity breaks the (2` + 1)-fold degeneracy of optical modes – see section 2.3.4). We

also measured the polarization splitting between transvserse electric (TE) and transverse

magnetic (TM) modes and found good agreement with predictions from analytic solutions

of Maxwell’s equations.

We excite an optical mode in a levitated drop by placing a focused laser’s waist near

the drop’s edge. A small amount of the laser light couples into the optical mode and laser’s

intensity at a photodetector can be detected. These modes are resonant in the drop when

the wavelength λ of the laser satisfies `λ = 2πR, where ` is an integer and R is the drop’s

radius. When this resonance condition is satisfied, the optical mode amplitude grows inside

the drop, and since the electromagnetic field of these modes leaks radially around the drop’s

periphery, less light will impinge upon the photodetector downstream. As a result, we

observe transmission dips in the light intensity measured at the photodetector. Figure 4.1

illustrates the set-up for optical mode measurements.

Because a levitated drop evaporates, the optical resonance condition `λ = 2πn1R could

be satisfied at multiple times such that `λ = 2πn1R(t0), (`−1)λ = 2πn1R(t1), (`−2)λ =

2πn1R(t2), etc.

We excited the optical modes using an intensity-stabilized HeNe laser (the measurement

laser) with power Pmeas
L = 300 µW and λopt = 632.8 nm, whose focus (beam waist

diameter 2w0 ≈ 135 µm) was made to skim the drop’s edge. At its waist, the beam diameter

had a circular cross-section that was ≈ 6× larger than the expected spatial extent of the

optical mode inside the drop. Furthermore, as shown in section 2.2.3, the optical modes
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in the drop are elliptical in cross-section. Owing to the mismatch between the size and

shape of the beam and the optical mode, the amount of light coupled into the mode was

low. To get a rough overestimate for the coupling efficiency (by assuming the optical mode

has a circular cross-section), one can take the ratio of the beam’s cross-sectional area to

the optical mode’s, which is ≈ (1/6)2 ∼ 10−2. But this is an overestimate so we estimate

the coupling efficiency ηeff . 10−2. Because ηeff � 1, we used a modulation technique to

detect optical modes.

While the optical modes were excited, we modulated another laser (the drive laser) at

frequency fsurf , with power P drive
L , λdrive and 2w0 ≈ 190 µm, and placed its focus near

the drop’s center. This served to drive the drop’s fundamental surface mode via the optical

dipole force (see section 4.4). The resulting shape oscillations modulated the drop’s radius,

which is analogous to modulating the cavity length in a Fabry-Perot cavity. As a result,

when the measurement laser was nearly resonant with an optical mode, the mode’s trans-

mission was modulated at fsurf . We measured the photocurrent using a lock-in amplifier

(LA), which demodulated the photocurrent at fsurf . This modulation technique removed

the large DC background from detecting the measurement laser, and allowed us to measure

the optical modes. We could not measure ηeff directly because the calibration between the

LA signal per surface mode displacement was unknown.

As the drop evaporated and the measurement laser intermittently became resonant with

an optical mode, the photodetector detected a dip in the power with a Lorentzian lineshape

of the form

L(t) =
A

(t− t0)2 − κ2/4
(4.18)

whereA is the feature size, t0 is the time at which `λmeas = n1R(t0) and κ is the mode’s

linewidth in units of seconds via the the drop’s evaporation rate. The LA signal at fsurf is

∝ L̇(t). Here, L̇(t) refers to the time derivative of L(t), but the derivative is with respect

to t− t0.

Figure 4.24 shows optical mode measurements for a drop with R ≈ 240µm along with
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Figure 4.24: Optical modes with λ ≈ 632.8 nm in a levitated drop with radiusR ≈ 240µm.
Black: measurements of the q = 2, 3 TE and TM optical modes in a drop, which was
excited using a laser with λ = 632.8 nm. Red: Lorentzian derivative fits to the optical
modes. These fits give F = 36± 2 for the q = 2 TM mode, F = 30± 3 for the q = 2 TM
mode and F = 1.9± 0.1 for the q = 3 mode.
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Figure 4.25: Predicted optical mode finesse versus the drop radius and q. The polarization
splitting ratio is defined as the splitting between TE and TM modes, relative to the free
spectral range between consecutive TE or TM modes.
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fits to L̇(t). Figure 4.25 shows the expected mode finesse for q = 1, 2, 3. Here, P drive
L ≈ 35

mW, and the modulation depth ≈ 64%. The fits give F = 36 ± 2 for the q = 2 TM

mode, F = 30 ± 3 for the q = 2 TM mode and F = 1.9 ± 0.1 for the q = 3 mode. The

TM modes are predicted to have slightly larger F than TE modes for this value of R, so it

seems that the q = 3 mode was likely a TM mode. As shown in figure 4.25, the expected

finesse values for this drop are F ≈ 110 and F ≈ 4 for the q = 2 and the q = 3 modes,

respectively.

The polarization splitting ratio is the time spacing between two successive TE (or TM)

modes with the same q – the free spectral range (FSR) – divided by the time spacing be-

tween a TE and TM with the same q. For q = 2 modes, the predicted splitting ratio ≈ 6.9,

and we measured ≈ 6.7, which is in good agreement with the expected value. We did

not observe the q = 1 modes with λmeas = 632.8 nm because they were likely narrow

compared to our data sampling rate tsamp = 1 Hz.

There are at least two reasons why the measured F differed from its expected value.

First, we drove the drop’s surface mode near resonance. Large radial deformations that

modulate the optical mode frequency could have caused inhomogeneous broadening of the

optical modes. Second, the drop is predicted to be non-speherical and have ellipticity e,

such that 1 − e ∼ 10−5 for magnet current I = 116 A (see section 2.3.4). This ellipticity

will break the optical modes’ (2`+1)-fold degeneracy and cause the modes to spread apart.

The ellipticity-induced splitting between the 2`+ 1 different modes with index m is [158]

∆ωe ≡
∣∣ωq`m − ωn,`,m+1

∣∣ ≈ ωq`me
|m|+ 1/2

`2
(4.19)

Because the measurement laser’s spot size was much larger than the optical mode profile,

optical modes with a wide range of m were likely excited. For R = 240 µm, ` ≈ 2500. For

a mode with λ = n1λmeas, ωq`m ≈ 432 THz, where n1 = 1.028 is liquid helium’s refractive

index. For m = 0, ∆ωe/2π ≈ 350 Hz, but for m = ±2500, ∆ωe/2π ≈ 1.7 MHz.
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Figure 4.26: Optical modes with λ ≈ 1, 550 nm in a levitated drop with radius R ≈
270 µm. (a) Black: measurement of the q = 1 TE and TM optical modes in a drop. Red:
Lorentzian fits to the optical modes. The fits give F = 9 ± 1 for the q = 1 optical mode.
(b) The predicted finesse for the q = 1 TE and TM optical modes.

The q = 2 mode linewidth can be estimated from the measurements using κ = FSR/F ,

where FSR = c/2πn1R ≈ 200 GHz and F ≈ 40, which gives κ ≈ 5 GHz. Then for all

m, ∆ωe < κ, so the split modes were unresolved and will have broadened the measured

optical modes.

Integrating equation 4.19 with respect to m and taking the integration bounds to be

±2500 sets the maximum size of the ellipticity-induced inhomogeneous broadening, which

is κe ≈ 4.3 GHz. Then in the optical measurement above, the q = 2 mode finesse should be

bounded above by the ellipticity-broadening finesse Fe = FSR/κe ≈ 46. The additional

mode broadening could be associated with driving large drop deformations.

We were able to measure the q = 1 mode with λmeas = 1, 550 nm because these

modes have larger linewidths (see sections 2.2.3 and 2.3.1), so we could sample them well

with our data acquisition. Figure 4.26a shows a measurement of the q = 1 TE and TM

modes in a drop with R ≈ 270 µm, where we integrated the LA signal and fitted the

measurement result to L(t). We measured F ≈ 9. For the q = 1 mode, the polarization

splitting ratio was measured to be ≈ 7, while it was predicted to be ≈ 6.7. The q = 2

mode is predicted to have F < 1 for R = 270 µm, so we did not expect to observe it. In
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this measurement, P drive
L ≈ 10 mW, with ≈ 80% modulation depth and λdrive = 635 nm.

Shown in figure 4.26b is the predicted finesse for the q = 1 mode, which is F ≈ 14 for

R = 270 µm.



Chapter 5

Future Work

In this chapter I first describe a re-design of the experimental cell, and the improvements

it should offer over the design used for the measurements presented in this thesis. With the

re-design in mind, I also describe intriguing physics that may be experimentally accessi-

ble with a levitated helium drop, such as quantum optomechanics and physics beyond the

standard model.

5.1 New Experimental Cell Design

We have made several improvements to the experimental cell design. With these im-

provements, we aim to generate and sustain drops with larger radius R and lower temper-

ature T , to reduce the cell pressure P , and to efficiently couple light into the high finesse

q = 1 optical WGMs (see section 2.2.3). Furthermore, we have re-designed the electrodes

that surround the levitation region, so that they should allow for the application of large

electric fields to a levitated drop.

To date, the drops’ initial size has been limited by its tendency to collide with the mir-

rors and electrodes in the cell during its initial formation (see figure 3.4). The new cell

includes a flexible edge-welded bellows section that allows it to be raised and lowered by

≈ 2” so that the mirrors and electrodes can be moved away from the levitation region while
221
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the drop is formed. We suspect that using the “fog-based” drop formation method (see

section 3.3) with the mirrors and electrodes retracted should yield drops with larger R. If

the “fog-based” drop formation method does not produced the desired results, we will use

a capillary fill line to deliver liquid helium directly into the trap. The new experimental cell

includes a ≈ 5 foot-long flexible bellows assembly that can be collapsed to a total length

. 12”, and used to guide a capillary through the cell. One end (at room temperature)

of the capillary will be at room temperature, and the opposite end (cryogenic) can be posi-

tioned near the levitation region by collapsing the bellows assembly. We will pressurize the

room temperature end of the capillary with high purity helium gas, which should condense

and exit the opposite end as liquid. As previously demonstrated by the groups at Brown

University, such a method should be able to produce drops with R ∼ 0.5 cm [125, 126].

Reducing P will allow the drop to asymptote to lower T (see section 2.5.2). In the new

cell, the liquid helium continuous flow line that is used to cool the cell walls is affixed to a

segment of the cell walls that is made from brass (free-machining yellow brass), as is shown

in figure 5.2. Also in the new cell, the titanium can (see section 3.2.4) has been replaced

with a brass can. Because brass has larger thermal conductivity than stainless steel, the cell

walls should be more efficiently cooled by the continuous flow line. With lower cell wall

temperature Twall, desorption of any liquid helium film on the cell walls will be suppressed,

and P should decrease. Pumping the continuous flow line could further decrease Twall

to ∼ 2 K, resulting in even lower P . To further decrease P we will experiment with

charcoal sorbtion pumps in the cell, which are known to produce very low base pressures

in chambers whose primary gas load is helium. Lower T should have three immediate

effects on the drop. First, lower T will decrease the drops’ evaporation rate, and thus the

optical WGMs’ frequency scan rate (see section 2.5.1). This should enable measurements

of q = 1 optical WGMs with high-Q. Second, lower T is expected to decrease the damping

rates of the drops’ surface modes (see section 2.4). Third, lower T is expected to decrease

the scattering loss from thermal surface modes, and thus the drop’s optical WGMs should
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Figure 5.1: The new experimental cell’s new mirror mount. The mirror mount now has a
set of parabolic mirrors that will focus a laser to a width 2w ∼ 10 µm. This mount also
includes angled electrodes with ellipse-shaped plates, which will be used to apply forces to
a levitated drop.

have larger finesse (see section 2.3.1).

To improve the coupling of a free space laser to the drop’s optical WGMs (see sec-

tion 2.2.3), we have added a pair of parabolic mirrors to the mirror mount in the brass cage

(see section 3.2.3), which is shown in figure 5.1. The parabolic mirrors will focus the laser

to a width 2w ∼ 10 µm, which is of the same order as the q = 1, ` � 1 optical WGMs’

transverse (r, θ) extent for a drop with R ∼ 1 µm. However, as can be seen in figures 2.5

and 2.8, the WGM transverse profile is not circular. We will prepare the laser light outside

the cryostat using cylindrical optics, which in combination with the focusing provided by

the parabolic mirrors should yield significantly improved mode matching. Additionally,

COMSOL simulations suggest that the new electrodes could be used to feedback-cool the

drops’ center of mass (COM) motion. Suppressed COM motion will be useful for more

efficiently coupling a free space laser to optical WGMs.
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Figure 5.2: A model of the bottom of the new experimental cell. The liquid helium con-
tinuous flow line coils around a brass tube segment. The titanium can (see figure 3.2.4) has
been replaced with a brass can, which mates with the brass tube segment (to which the coil
is affixed) via an indium seal.
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5.2 Gaussian Quantum Optomechanics

Liquid helium drops will be in an unusual regime for Gaussian quantum effects, given

that they support high finesse optical WGMs and surface modes with very low stiffness.

The optical spring effect (the stiffening of a mechanical mode via radiation pressure exerted

on it by the optical mode) could be used to lower a surface modes’ mean phonon number

nm [10]. For a drop with R = 1 mm and optical WGM finesse F = 106, driving the WGM

to intra-cavity photon number ncirc = 106 would stiffen the `d = 2 surface mode from

ω`d/2π = 23 Hz to 30 kHz. This stiffening would reduce nm by ∼ 103, and would place

the surface mode near the resolved sideband regime (see section 2.1.2). A second laser that

drives the WGM to ncirc = 108 could then cool the stiffened `d = 2 surface mode into its

quantum ground state, with nm ≈ 0.2.

This system could be used to study Gaussian quantum effects, such as quantum side-

band asymmetry, where the effect of quantum fluctuations in radiation pressure becomes

apparent in the drop’s vibrational motion [37]. If the surface modes can indeed be cooled

to nm < 1, they could potentially be used as starting place from which to generate non-

classical states of motion, as described in section 2.1.2.

5.3 Non-Gaussian Quantum Optomechanics

As described in section 2.1.2, to access exotic non-Gaussian quantum effects in an op-

tomechanical system it must be nonlinear at the single quantum level. Such non-Gaussian

quantum effects include the negative Wigner function associated, for example, with in

an excited Fock state, or a superposition. Non-classical states of motion (in particular,

Fock states) have been achieved via the use of the nonlinearity inherent to single photon

detection, or via the strong interaction between a mechanical oscillator and a supercon-

ducting qubit. To date, preparation of a non-classical state of a mechanical oscillator has

been limited to oscillators with frequency ωm/2π ∼ 1 GHz, and mass m . 10−14 kg
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(see section 2.1.2). However, due to the extremely low optical loss and low stiffness of a

millimeter-scale helium drop, it could be possible to use the inherent nonlinearity of the op-

tomechanical interaction to observe non-Gaussian quantum effects in an object with mass

∼ 0.5 mg. This is because for an optical WGM with F ∼ 107 (see section 2.2.3) in a drop

with R ∼ 1 mm, g0/ω`d=2 > 1 while g0/κ ≈ 0.04 is non-negligbile.

If F is found to be ≈ 20× larger (which could result from the breakdown of the

“surface roughness” model described in section 2.3.1), the levitated drop will reach the

single-quantum strong coupling regime in which g0 > ω`d=2, κ. In this regime it should

be possible to directly measure non-classical effects, such as photon blockade and Jaynes-

Cummings-like behavior [10, 159]. Reaching the single-quantum strong coupling regime

remains one of the outstanding goals of quantum optomechanics.

5.4 Rotational Quantum Optomechanics

A levitated liquid helium drop could possibly be used to explore quantum rotational

effects in an unprecedentedly massive object [38]. To date, all quantum optomechanics

experiments have used harmonic oscillators as the mechanical element. On the other hand,

free rotational motion (undergone by a rigid rotator) exhibits qualitatively different behav-

ior in the quantum regime, as its energy eigenvalues are not evenly spaced. Additionally, a

rigid rotator’s angular momentum degrees of freedom L̂x, L̂y, L̂z obey different commuta-

tion relations than those of a harmonic oscillator with degrees of freedom x̂ and p̂. The an-

gular momentum commutation relations [L̂i, L̂j] = i~εijkL̂k (εijk is the Levi-Civita tensor)

are such that any angular momentum component can serve as a quantum non-demolition

(QND) variable (e.g. measuring L̂z perturbs L̂x and L̂y, but this does not necessarily impact

measurements of L̂z at later times). In contrast, a measurement of a harmonic oscillator’s

x̂ or p̂ perturbs the oscillator’s p̂ or x̂, which affects the time evolution of these degrees

of freedom. Details of the proposed QND measurements of L̂ are described in detail in
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reference [38].

A levitated helium drop provides two immediate advantages over systems which ex-

plore rotational optomechanics with levitated solid objects. First, the drop’s chemical and

structural isotropy should provide a closer approximation to free rotation. Second, the

drop’s optical WGMs provide a method to realize a QND measurement of L̂.

As described in section 2.183, the coupling between the drop’s rotation and optical

WGMs is not described by the standard optomechanical coupling. Instead, the optical

WGM frequency shift ∆ω
(rot)
opt ∝ δR ∝ L2

z , where δR is the drop’s radial deflection that

results from its rotation.

This optical WGM measurement approach does not depend crucially on the form of the

velocity field v(r) within the drop. As a result, this method should work for levitated drops

of both 3He and 4He. Such measurements in superfluid 4He drops are especially interesting

because the superfluid state requires an irrotational v(r) (see section 2.4.5). As a result, the

circulation in the drop associated with L̂ must correspond to the presence of vortex lines,

and the quantum fluctuations in L̂ correspond to the quantum fluctuations in the vortex

lines’ alignment with respect to the drop.

5.5 Tests of Physics Beyond the Standard Model

The standard model of particle physics accurately describes the phenomena accessible

at modern particle accelerators, but it is incomplete. The standard model predicts that

all stable, isolated particles have charge that is an integer multiple of the electron charge

qe. However, the standard model does not describe dark matter, and some dark matter

models (as well as other possible extensions to the standard model) predict a violation of

the usual charge quantization. As a result, researchers have studied the electrical neutrality

of matter by testing the relationship |qe| =
∣∣qp

∣∣ (qp is the proton charge). Additionally,

researchers have searched for dark matter particles with “millicharge.” By exploiting the
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unique properties of levitated liquid helium, a levitated helium drop could possibly improve

searches for beyond-standard-model (BSM) physics related to the electrical neutrality of

matter and dark matter models.

5.5.1 The Electrical Neutrality of Matter

To date, all electrical neutrality measurements are consistent with the electron and pro-

ton having exactly opposite electrical charges such that qe = −qp, and the neutron having

charge qn = 0 [160, 161]. Most experiments have tested the relationship qe + qp = 0 = qn

by measuring the electrical neutrality of macroscopic bodies (in which any imbalance be-

tween the body’s electron and proton numbers were eliminated). The present limit on the

electrical neutrality of matter is (qe + qp)/qe < 10−21 and qn/qe < 10−21. This apparent

charge symmetry is not a standard model prediction, and lacks a corresponding conserva-

tion law. This apparent symmetry is regarded as the result of some unknown fundamental

symmetry at energies that are presently inaccessible, and whose connections to deeper

physical principles are not yet fully understood. Consequently, measurements of electrical

neutrality with enhanced precision may shed light on BSM physics.

A levitated liquid helium drop provides a nearly ideal system in which to measure elec-

trical neutrality. The drop’s chemical and structural purity (and thus its lack of electrostatic

disorder) removes important backgrounds from the measurement (e.g. a drop would have

no permanent electric dipole moment, unlike the solid objects used in typical levitated op-

tomechanics experiments). Keeping a drop with R ∼ 1 mm in mind, its large number of

helium atoms would provide enhanced sensitivity to (qe + qp)/qe and qn/qe (as compared

to solid objects in levitated optomechanical experiments to date). One could measure the

response of a drop’s `d = 2 surface modes to an applied electric field gradient that oscillates

at ω`d=2, the `d = 2 surface mode angular frequency. This drive would resonantly excite

the `d = 2 surface modes if the drop possesses a uniform charge density due to (qe + qp)/qe

or qn/qe. This charge density could then be extracted from measurements of this surface
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mode. in addition, simultaneous measurements of the drop’s other surface modes can be

used to reject various background signals.

5.5.2 Searching for “Millicharged” Particles

Several proposed modifications of the standard model focus on extensions that include

a dark matter particle that weakly interacts with standard model particles. Given the many

standard model particles it is reasonable to ask whether a variety of dark matter particles

might exist [162, 163]. For example, dark matter particles may interact with each other

and still remain “dark” if there is a new gauge interaction under which dark matter carries

a “dark charge,” while SM particles are “dark neutral” [163]. In the case of a dark U(1)

gauge group, there are several processes that can lead to mixing between this group and

conventional standard model electromagnetism [164]. Such mixing causes the dark mat-

ter particles to acquire a small conventional electrical charge ηqe, where qe is the electron

charge and η � 1. If stable, these so-called “millicharged” particles can become bound

inside conventional atoms. It is important to note that the order of magnitude of η is un-

known, so the term “millicharged” is likely a misnomer.

As described in detail in section 2.1.4, some searches for millicharged particles have

used optically levitated silica spheres [42]. The spheres’ charge was determined by apply-

ing an electric field and measuring the spheres’ resulting center of mass motion. These

results were limited in part by the spheres’ permanent electric dipole moment (and higher

moments), which arose from the structural defects and chemical impurities in the silica.

Similar to the tests of the electrical neutrality of matter described in section 5.5.1, perma-

nent electric moments in the solid sphere produce backgrounds that can obscure the desired

measurement.

A search for millicharged particles in a levitated superfluid helium drop could offer

several advantages. First, a drop’s chemical and structural purity (and thus its lack of elec-

trostatic disorder) removes important backgrounds from the measurement. Additionally, a
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drop with R = 1 mm has ∼ 106 more nucleons than the spheres in reference [42] (this

is important because a search for millicharged particles not only bounds η, but also the

number nχ of millicharged particles per nucleon, and more nucleons will give a larger

measurement signal). A helium atom that contains a stable millicharged particle (which we

label as He*) will be mobile within the superfluid drop. Consequently, an applied electric

field E will cause the He* to drift across the drop until it strikes the drop’s surface. By

modulating E at the frequency ω`d the He* will resonantly drive the drop’s `d-th surface

mode (see section 2.4) with a force of magnitude F ∼ ηqe|E|. Measurements of the drop’s

surface modes could thus be used to measure η and nχ, and provide more precise measure-

ments of these values. Once again, simultaneous measurements of the drop’s other surface

modes can be used to reject various background signals.



Chapter 6

Conclusion

In this dissertation I have reported measurements of superfluid 4He drops that are mag-

netically levitated in vacuum. We constructed an entirely new experiment, and used it to

measure drops’ size, shape, evaporation and temperature, optical modes, center of mass

motion and surface modes. We found excellent agreement between the measured and pre-

dicted surface mode frequencies, and found that theory slightly overestimates their decay

rates. We found decent agreement between the measured and predicted center of mass

mode frequencies. We found optical modes with finesse that differ from predictions by a

factor ≤ 2.5.

The size and shape measurements showed that when drops were initially created they

had radii R . 1.5 mm, but would quickly evaporate and stabilize to R ∼ 300 µm. The

drops with R ∼ 300 µm were very spherical, with deviations from sphericity . 10−3.

The evaporation measurements showed that the drops reached temperatures as low as

T ≈ 330 with evaporation rates as low as Ṙ . 0.5 Å/s. We trapped a single drop for 24

hours, but could have trapped it for longer had we opted to. A trapped drop should remain

trapped for one month or longer.

The optical mode measurements found modes with finesse as high as F ∼ 40. These

modes were predicted to have F ∼ 110. The discrepancy between measurement and pre-

231
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dictions were likely due to two causes. First, the optical modes were likely inhomoge-

neously broadened due to a lifted degeneracy of these modes via the drops’ deviation from

perfect sphericity. Second, the modulation technique used to measure these modes likely

caused additional broadening.

The measurements of the center of mass motion found that the normal modes of os-

cillation were coupled, and underwent an avoided crossing as the trapping potential was

changed. After extending the model describing the modes to include inter-mode coupling

due to a tilt of the levitation magnet’s axis with respect to gravity, the measured and pre-

dicted mode frequencies agreed to within 10%.

The surface mode frequency measurements showed agreement with theory to ≤ 0.5%.

Measurements of these modes’ decay rates showed values somewhat lower than predicted.

This could be because our drops existed in a regime for which the damping of surface

modes has not yet been calculated. In the theory, a thermal phonon is assumed to scatter

and extract energy from a surface mode just once before equilibrating with its thermal bath.

In contrast, in our experiments a thermal phonon has a mean free path ≈ 20× the drop

radius, and so will scatter from an effectively “frozen” surface mode many times (owing to

the speed of sound in helium) before equilibrating. As a result, it could be interesting to

extend the theory to describe the multi-scattering damping process.

There is much exciting work to be done with levitated superfluid helium drops. These

drops may play an important role in the future of quantum optomechanics, as well as in

studies of quantum turbulence in a fluid without contact with walls, and in searches for

physics beyond the standard model.
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