Quantum Optomechanics in a Liquid
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We measure the quantum fluctuations of a single acoustic mode in a volume of superfluid He that is coupled to an optical cavity. Specifically, we monitor the Stokes and anti-Stokes light scattered by a standing acoustic wave that is confined by the cavity mirrors. The intensity of these signals (and their cross-correlation) exhibits the characteristic features of the acoustic wave’s zero-point motion and the quantum backaction of the intracavity light. While these features are also observed in the vibrations of solid objects and ultracold atomic gases, their observation in superfluid He opens the possibility of exploiting the remarkable properties of this material to access new regimes of quantum optomechanics.
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When light interacts with a macroscopic object, it typically produces complex excitations within the object that cannot be reversed by practical means. This effectively destroys the light’s quantum state and precludes access to the macroscopic object’s quantum dynamics. This limitation can be overcome by identifying an object with a collective degree of freedom that interacts strongly with the electromagnetic (EM) field but remains well isolated from other degrees of freedom. Examples include superconducting circuits [1], atomic gases [2], ferromagnets [3], and objects whose vibrations couple to an EM cavity [4]. In the lattermost case (known as an optomechanical system), the object’s vibrational mode is isolated by its high quality factor, while its interaction with the EM field results from radiation pressure, electrostriction, or other reversible processes [4]. Optomechanical experiments have demonstrated quantum effects in mechanical oscillators as massive as ∼100 ng [5], as hot as ∼300 K [6], and employing EM fields in the microwave [7,8] or near-infrared [5,6,9–13] domains. They have been used to realize hybrid quantum systems with superconducting qubits [7], atomic spins [13], and solid-state impurities [12] and show considerable promise in applications such as coherent microwave-to-optical conversion [14,15]. To date, the mechanical oscillators demonstrating quantum behavior have been formed from solids [5–9,11–13] or ultracold gases [10]. Here we describe measurements of quantum behavior in the vibration of a liquid body that is coupled to an optical cavity. Specifically, we monitor the dynamics of an individual acoustic standing wave in a volume of superfluid liquid helium and observe the characteristic signatures of zero-point motion and quantum backaction [16–18]. This opens the possibility of exploiting the properties of liquids (and superfluid helium in particular) to access qualitatively new regimes of quantum optomechanics.

The signatures of quantum motion described here have also been measured in solid-based and gas-based optomechanical systems [5,6,9–11]. However, their observation in a liquid is significant because of several fundamental and technical features offered by liquid-based optomechanical systems. First, liquids possess mechanical degrees of freedom (such as rotational flow) with unbounded displacement; as such, they differ qualitatively from the normal modes of a solid, which represent bounded harmonic oscillations about an equilibrium [19,20]. Second, the presence of a free surface allows a liquid body’s geometry and topology to be reconfigured in situ and to serve as a dynamical degree of freedom. Third, superfluid He can host a number of atomlike impurities (such as electrons, ions, and He₂⁺ excimers) potentially suitable for hybrid quantum systems [21,22]. Fourth, the remarkable physical properties of superfluid He help to address some of the outstanding technical challenges in optomechanics: Its exceptional thermal conductivity allows for effective cooling by conventional refrigerators, its acoustic damping can be predicted a priori [23,24], and its ability to conformally fill or coat a cryogenic EM resonator [23–26] means that such devices require no in situ alignment. Lastly, this type of device offers the possibility of applying precision optical measurements to address outstanding questions regarding the fundamental properties of superfluid He [27,28]. Some of the features listed above can be explored by optomechanical systems in the classical regime (using normal fluids [29,30] or superfluid He [23–26]). However, the quantum regime of liquid-based
to optomechanical coupling of the conventional exert a force that can excite the acoustic modes. This leads the optical mode with resonant that the single-quantum optomechanical coupling rate annihilation operators for cavity photons and phonons, and finesse \( \kappa \). The device used in this study is shown in Fig. 1(a). It consists of a cavity formed between the end faces of two optical fibers. These end faces serve as high-reflectivity mirrors and are mounted on the mixing chamber (MC) of a dilution refrigerator (see Supplemental Material [31]). When the cavity is excited by a laser, these mirrors confine an optical standing wave. The mode used in these experiments has frequency \( \omega_{\text{opt}} = 2\pi \times 196.0 \text{ THz} \), linewidth \( \kappa = 2\pi \times 21 \text{ MHz} \), external coupling rate \( \kappa_{\text{ext}} = 2\pi \times 10 \text{ MHz} \) (including the transverse mode matching), and finesse \( F = 9.5 \times 10^4 \). The device is similar to the one described in Ref. [24] but offers improved thermal conduction between the cavity and the MC.

When the cavity is filled with liquid He, the fiber ends also confine acoustic modes. The acoustic modes’ density variations alter the index of refraction experienced by the optical modes. Equivalently, the optical modes’ intensity variations exert a force that can excite the acoustic modes. This leads [24,53] to optomechanical coupling of the conventional form \( H_{\text{OM}} = \hbar g^{(0)} a^\dagger a (c^\dagger + c) \) where \( a \) and \( c \) are the annihilation operators for cavity photons and phonons, respectively. Straightforward geometric considerations show that the single-quantum optomechanical coupling rate \( g^{(0)} \) is maximized for an acoustic mode with half the wavelength of the optical mode [24,53]. As a result, the optical mode used in this experiment couples to an acoustic mode with resonant frequency \( \omega_{\text{ac}} \approx 2\pi \times 319.2 \text{ MHz} \).

The device was characterized using optomechanically induced transparency or amplification, a standard technique in which laser tones applied to the cavity drive the acoustic mode and record its driven motion [54]. Analysis of these measurements (see Supplemental Material [31] and Ref. [24]) provides a best-fit value of \( g^{(0)} = 2\pi \times (3.6 \pm 0.1) \text{ kHz} \) (unless noted, errors correspond to the statistical uncertainty in least-squares fits). This value is consistent with the \textit{a priori} calculation (Supplemental Material [31]) \( g^{(0)} = 2\pi \times (3.9 \pm 0.2) \text{ kHz} \) (here the error is due to uncertainty in the mirror materials properties [55]).

In the absence of any external drive, the acoustic mode’s thermal and quantum fluctuations can be inferred from the motional sidebands imprinted on a laser beam that interacts with the cavity. Standard optomechanics theory predicts that the acoustic mode’s thermal fluctuations contribute equally to the red and blue motional sidebands but that quantum fluctuations contribute unequally [4]. Specifically, when the blue sideband is converted to a photocurrent via heterodyne detection, its power spectral density \( S_{ii}^{(bb)} \) is predicted to consist of a noise floor plus a peak that reproduces the acoustic mode’s Lorentzian line shape. When the photocurrent is appropriately calibrated (see below and the Supplemental Material [31]), the height of this peak \( h_{bb} \) equals the mode’s mean phonon number \( n_{\text{ac}} \).

The same holds for \( S_{ii}^{(rr)} \) (the photocurrent spectrum resulting from the red sideband), except that its peak height \( h_{rr} = n_{\text{ac}} + 1 \). Furthermore, the spectrum of correlations between the two sidebands \( \langle S_{ii}^{(rb)} \rangle \) is predicted to have a real part consisting of the same line shape (with height \( h_{rb,\text{Re}} = n_{\text{ac}} + \frac{1}{2} \)) and an imaginary part with an antisymmetric line shape of magnitude \( h_{rb,\text{Im}} = \frac{1}{2} \). (Equivalent information can also be extracted by measuring both quadratures of the reflected light [6,56].)

While various interpretations can be applied to these features (see Refs. [16–18] and Supplemental Material [31]), they are intrinsically quantum in nature as the perceived energy differences between \( S_{ii}^{(bb)}, S_{ii}^{(rr)} \), and

---

**FIG. 1.** Schematic of the experiment. (a) Top: Illustration of the optomechanical device. The optical fibers (yellow) and ferrules (white) are fixed inside a Cu cell (gray) which is attached to the mixing chamber of a dilution refrigerator (DR, not shown). Liquid He (blue) fills the cell. The fibers enter the cell via epoxy feedthroughs (black). Bottom: Enlarged view of the cavity. Red curve: The intensity profile of an optical mode. Blue shading: The density profile of the acoustic mode that couples to the optical mode. The actual optical and acoustic modes used in this work have, respectively, 91 and 182 half wavelengths along the cavity length. (b) Simplified layout of the measurement setup. Light from a tunable laser (TL) passes through a phase modulation system (PM), and finesse \( F \). Light is delivered to (and collected from) the DR via a circulator (PC). The reflected light is collected on a photodiode (PD), and the resulting photocurrent is analyzed by a data acquisition system (DAQ). Details are given in the Supplemental Material [31].
cavity resonance) related to $n$ has been subtracted from blue motional sidebands ($\Delta \omega _{\text{ac}} \simeq 15 \text{ kHz}$), so it is impractical to measure the two sidebands produced from a single beam (at least one will be strongly suppressed by the cavity’s response). Instead, we apply two measurement beams to the cavity: an “upper” beam with detuning (relative to the cavity resonance) $\Delta _{ + } = \omega _{ \text{ac} } + \delta$ and a “lower” beam with detuning $\Delta _{ - } = - \omega _{ \text{ac} } - \delta$ where $\delta$ is set to $2\pi \times 100 \text{ kHz}$. As illustrated in the inset of Fig. 2, this ensures that two motional sidebands are approximately resonant with the cavity: the lower beam’s blue sideband and the upper beam’s red sideband. The offset $\delta$ is chosen so that these sidebands do not overlap but do lie within the measurement bandwidth. The sidebands are recorded simultaneously via a heterodyne measurement, and $S^{(bb)}_{ii}$, $S^{(rr)}_{ii}$, and $S^{(rb)}_{ii}$ are computed from this record (Supplemental Material [31]). Each of these records is calibrated (Supplemental Material [31]) so that the features in $S^{(bb)}_{ii}$, $S^{(rr)}_{ii}$, and $S^{(rb)}_{ii}$ should be related to $n_{\text{ac}}$ as described above.

Figure 2 shows a typical measurement of $S^{(rr)}_{ii}$ and $S^{(bb)}_{ii}$ (with their frequency-independent background subtracted) as well as $S^{(rb)}_{ii}$. The features in these data appear qualitatively consistent with the quantum effects described above. To quantify this comparison, we fit $S^{(rr)}_{ii}$, $S^{(bb)}_{ii}$, and $\text{Re}(S^{(rb)}_{ii})$ to the function $h_{\text{rb}}/[1 + 4(\omega - \omega _{\text{ac}})^2/\gamma _{\text{ac}}^2]$ with $x = \{rr; bb; rb, \text{Re}\}$, while $\text{Im}(S^{(rb)}_{ii})$ is fit to $h_{\text{rb,Im}}(\omega - \omega _{\text{ac}})/(\gamma _{\text{ac}}/2)^{-1}[1 + 4(\omega - \omega _{\text{ac}})^2/\gamma _{\text{ac}}^2]^{-1}$ (Supplemental Material [31]). Here, $\omega$ is the measurement frequency, and $\omega _{\text{ac}}$ and $\gamma _{\text{ac}}$ are the acoustic mode’s frequency and linewidth. The fits in Fig. 2 give $H_{\text{AS}} = 1.10 \pm 0.086$, $H_{\text{Re}} = 0.97 \pm 0.14$, and $H_{\text{Im}} = 1.06 \pm 0.055$.

The parameters $H_{\text{AS}}, H_{\text{Re}},$ and $H_{\text{Im}}$ are defined to reflect only the quantum aspects of the system’s dynamics; however, they are determined from fit parameters ($h_{\text{rb}}, h_{\text{rr}}, h_{\text{rb,Re}},$ and $h_{\text{rb,Im}}$) that reflect both thermal and quantum fluctuations. To compare the quantum and thermal signatures in the data, we measured heterodyne spectra similar to those in Fig. 2 over a range of $T_{\text{MC}}$ (the MC temperature) and $n_{\text{circ}}$ (the intracavity photon number). Figures 3(a) and 3(b) show the inferred phonon number of the acoustic mode’s bath defined as $n_{\text{th}} = n_{\text{ac}}(\gamma _{\text{ac}}/\gamma _{\text{ac,0}}) - n_{\text{O}}\gamma _{\text{O}}/\gamma _{\text{ac,0}}$. This expression was evaluated by fitting heterodyne spectra (as in Fig. 2) for $\gamma _{\text{ac}}$ and $n_{\text{ac}}$ (for these measurements we use $n_{\text{ac}} = \sqrt{2(h_{\text{rb}} + h_{\text{rr}} - 1)}$).

Standard optomechanics theory [4] was used to calculate the phonon number associated with the quantum backaction $n_{\text{O}}$ and the optical damping rate $\gamma _{\text{O}} = \gamma _{\text{ac}} - \gamma _{\text{ac,0}}$ (where $\gamma _{\text{ac,0}}$ is the acoustic damping rate when $n_{\text{circ}} = 0$). For all the measurements described here, $n_{\text{th}}$ nearly equals $n_{\text{ac}}$, as the “quantum backaction” term $n_{\text{O}}\gamma _{\text{O}}/\gamma _{\text{ac,0}} < 1.1$, and the “laser cooling” factor $\gamma _{\text{ac}}/\gamma _{\text{ac,0}}$ differs from unity by no more than 5% [57]. We plot $n_{\text{th}}$ (rather than $n_{\text{ac}}$) in Fig. 3(b) to facilitate comparison with the thermal model described in the Supplemental Material [31].

Figure 3(a) shows $n_{\text{th}}$ vs $T_{\text{MC}}$. For $T_{\text{MC}} \gtrsim 150 \text{ mK}$, $n_{\text{th}}$ tracks $T_{\text{MC}}$, while for $T_{\text{MC}} \lesssim 150 \text{ mK}$, $n_{\text{th}}$ does not track $T_{\text{MC}}$ and clearly depends on $n_{\text{circ}}$. Qualitatively similar behavior was found in Ref. [24] and was accounted for by a thermal model in which the He temperature was set by the heat from optical absorption in the mirrors and the cooling provided by the slender superfluid region which linked that device to the MC. The present device’s more open geometry gives improved cooling, but the absence of a thermal bottleneck means that the temperature is not uniform throughout the cavity. We calculate the cavity’s temperature distribution using standard models of thermal transport and convert this distribution into an effective temperature for the mode that depends upon $T_{\text{MC}}$ and $n_{\text{circ}}$ (Supplemental Material [31]). Figure 3(b) shows the same values of $n_{\text{th}}$ as Fig. 3(a) but plotted vs $T_{\text{eff}}$. In this case, the data show close agreement with the prediction $n_{\text{th}} = 1/(e^{h_{\text{rb}}/k_B T - 1})$ over the full range of $T_{\text{MC}}$ and $n_{\text{circ}}$, indicating that this approach captures the main features of the device’s thermal behavior. The deviations from the prediction are roughly independent of $T_{\text{MC}}$ and $n_{\text{circ}}$ and so
are unlikely to arise from thermal effects (which would typically depend on $T_{MC}$ and $n_{circ}$). Instead, this behavior is consistent with an imperfect calibration of the heterodyne signal (Supplemental Material [31]).

Figure 3(c) shows $H_{AS}$, $H_{Re}$, and $H_{Im}$ as a function of $T_{eff}$. The points in Fig. 3(c) are derived from data and fits similar to those in Fig. 2 and from the same set of measurements used to produce Figs. 3(a) and 3(b). The uncertainty grows at higher $T_{eff}$ because of the rapid increase of $T_\infty$ with $T_{eff}$, which makes the motional sidebands harder to distinguish from the noise floor. The uncertainty also grows at the lowest values of $T_{eff}$ owing to the need to use low $n_{circ}$. The data in Fig. 3(c) are consistent with the theoretical prediction (dashed line), indicating their origin in the coherent quantum dynamics of the cavity’s acoustic and optical modes.

In conclusion, we have isolated a single normal mode of a liquid body and measured its quantum fluctuations. This result is distinct from the large body of work on the quantum aspects of superfluid He’s bulk properties, which reflect the aggregate behavior of very many normal modes. It is also distinct from work on quantum effects directly related to the superfluid’s wave function (such as persistent flow, quantized vortices, and Josephson effects); although superfluidity greatly facilitates the experiments described here by suppressing the viscous damping of the acoustic mode, the acoustic mode itself and its quantum dynamics are generic to any liquid.
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1 Supplementary Note 1: Measurement setup

The purpose of this section is to describe the experimental setup used in the experiment. A schematic of the setup is shown in Supplementary Figure 1.

1.1 Optical setup

Light is produced by a tunable laser (TL)\(^1\) and passes through a circulator and a filter cavity (FC)\(^2\). The reflection from the FC is used to lock it to the frequency of the TL. Light transmitted through the FC passes through an IQ-modulator (IQM)\(^3\) operating in the single sideband suppressed carrier mode. The IQM serves as a frequency shifter to lock the laser to the experimental cavity. The tone generated by the IQM is used as a local oscillator (LO) for the heterodyne detection.

After the IQM, the frequency-shifted light passes through a phase modulator (PM)\(^4\). The PM is driven by up to four different tones, originating from four microwave sources described in section 1.2.1. Each of these tones produces sidebands on the LO. The beams incident on the cavity during Brownian motion measurements are shown in Supplementary Figure 2.

The relative power in all the sidebands as a function of the microwave signals driving the phase modulator was calibrated as described in section 1.3.3.

The light then goes through a variable attenuator. A 90:10 splitter sends 90% of light to the experimental cavity via a circulator; the remaining 10% is monitored to control the incident power. The power incident on the cavity and reflected from the cavity is calibrated using a 99:1 splitter immediately before the dilution refrigerator (DR)\(^5\). The light reflected from the cavity passes through the circulator and another 90:10 splitter, which sends 10% of the power onto a photodiode and 90% towards an Erbium Doped Fiber Amplifier (EDFA)\(^6\) which amplifies the optical signal by a factor of 20-50 and adds \(\approx 4\) dB noise. The noise figure of the EDFA was calibrated as described in section 1.3.4.

The light leaving the EDFA goes through a broadband tunable filter (TF)\(^7\) which is used to suppress the amplified spontaneous emission (ASE) noise from the EDFA. The filtered light then lands on a photodiode (PD)\(^8\).

1.2 Microwave setup

It is convenient to separate the microwave setup into the generation part and the detection part.

1.2.1 Generation

Up to 4 microwave tones are used to drive the phase modulators:

- The Lock beam is used to lock the laser to the experimental cavity. The beam is generated using a lock-in amplifier (LIA)\(^9\). A tone at 200 MHz from the LIA is sent to a mix-up circuit. There it is mixed with a tone from a microwave generator (MWG1)\(^10\) at 1,900 MHz. The mixed-up tone at \(\omega_{\text{Lock}} = 2,100\) GHz is sent to the four-way splitter (4WS) where it is combined with other tones and then sent to the phase modulator.

---

\(^1\) Pure Photonics PPCL200
\(^2\) MicronOptics FFP-TF, \(\kappa/2\pi = 30\) MHz, \(\omega_{\text{FSR}}/2\pi = 15\) GHz
\(^3\) Eospace QPSK modulator IQ-0DKS-25-PFA-PFA-LV-UL
\(^4\) Eospace phase modulator PM-0KS-10-PFA-PFAP-UL
\(^5\) Janis DR500
\(^6\) Nuphoton EDFA-CW-LNF-RS-10-40-FCA
\(^7\) OzOptics TF100, 0.5 nm bandwidth
\(^8\) Thorlabs DET08CFC
\(^9\) Zurich Instruments UHF
\(^10\) Vaunix Lab Brick LMS-232D
Supplementary Figure 2: Beams incident on the cavity during the Brownian motion measurement. The phase modulator (PM in Supplementary Figure [1] adds two control beams and one lock beam on either side of the local oscillator (LO) beam. The laser is locked to the cavity using one of the lock beams. The cavity lineshape is shown in gray.

- The Control 1 signal is used to generate one of the control beams. It is generated by the LIA at 529.343 MHz. This tone is mixed with the signal from MWG1 at 1,900 MHz. The mixed up signal at $\omega_{\text{Control1}} = 2,429.343$ MHz is sent to the 4WS.

- The Control 2 signal is used to generate the other control beam. It is generated directly by a different microwave generator (MWG2) at $\omega_{\text{Control2}} = 1,790.657$ MHz.

- The Probe signal is only on for the OMIT/A measurements. It is generated by the network analyzer (NA) at a frequency $\omega_{\text{Control(1,2)}} \pm \omega_{\text{ac}} \pm \delta$, where $\omega_{\text{ac}} = 319.243$ MHz is the frequency of the acoustic mode, and $\delta \approx 100$ kHz.

The signal out of the 4WS is split and a small portion is sent to a spectrum analyzer (SA) where the spectrum is recorded. This is done to measure the power in all the microwave tones incident on the PM.

For the Brownian motion measurements, the control signals are filtered with high pass filter for Control 1 and low pass filter for Control 2. The filters are placed before the PM to block microwave noise that would produce laser noise near the cavity resonance frequency.

For the OMIT/A measurements only one control beam and a probe beam are on. The frequency of the control beam is swept, as described in the main text. The probe beam’s detuning is varied as described above.

The typical optical powers in the measurements are:

- $P_{\text{Control1}} \approx P_{\text{Control2}} \approx 0.1P_{\text{total}}$
- $P_{\text{Lock}} \approx 10^{-6}P_{\text{total}}$
- $P_{\text{Probe}} \approx 10^{-5}P_{\text{total}}$
- $P_{\text{LO}} \approx 0.8P_{\text{total}}$

The total incident power $P_{\text{total}}$ is up to 100 $\mu$W.

1.2.2 Detection

A heterodyne detection scheme is used. The signal from the PD consists primarily of beating between the LO and the sidebands. These beat notes occur at 2,100 MHz (Lock), 2,429.343 MHz (Control 1), 1,790.657 MHz (Control 2), and 2,110 $\pm$ 0.1 MHz (motional sidebands of the control beams). The signal is sent to a three-way splitter (3WS).
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The first part is mixed down with the signal from MWG1 (at 1.900 MHz). During the Brownian motion measurements, the mixed-down signal is dominated by 5 frequencies: 200 MHz (Lock), 529.343 MHz (Control 1), 109.343 MHz (Control 2), and 210 ± 0.1 MHz (motional sidebands of the control beams). It is sent to the LIA, where the spectra at 210 + 0.1 MHz and 210 − 0.1 MHz are recorded. The quadratures of the signal at 200 MHz are sent to a field programmable gate array (FPGA) which uses them to generate an error signal, which is then sent to the voltage controlled oscillator (VCO) to vary its output frequency between 3 GHz and 3.5 GHz in order to lock the laser to the experimental cavity. The Lock beam is typically detuned by ≈ 10 MHz from the cavity resonance, as indicated in Supplementary Figure 2.

The second part is sent to the NA. It gives the response at the probe beam frequency when the probe beam is on (i.e. for OMIT/A measurements).

The third part is sent to the SA to record the spectrum of the light coming from the experimental cavity.

1.3 Calibrations

1.3.1 Power calibrations

The power incident on the cavity is found as the geometric mean of the incident and reflected powers measured at the 99:1 splitter.

1.3.2 Classical noise calibrations

For the measurements of the acoustic mode’s fluctuations (Figures 2 and 3 in the main text) there are three potentially relevant sources of classical noise.

Two of these sources (the EDFA output noise and the detector electronic noise) result in a frequency-independent background for $S_{ii}^{(rr)}$, $S_{ii}^{(bb)}$, and $S_{ii}^{(rb)}$. For $S_{ii}^{(rr)}$ and $S_{ii}^{(bb)}$ this background averages to a non-zero value (which is subtracted from the data shown in Fig. 2), while for $S_{ii}^{(rb)}$ this background averages to zero. The contribution of the EDFA output noise is discussed in Section 1.3.4. The detector electronic noise is never more than 2% of the total noise background.

The third potentially relevant source is the laser’s classical noise. This noise can drive the acoustic motion while also contributing to the measurement background. The resulting correlation can produce sideband asymmetry which is unrelated to the quantum effects that are the main focus of this paper (for an in-depth discussion, see [37, 38]). To estimate the possible impact of this effect, the laser’s classical noise was characterized in two ways.

First, the laser was measured directly after the filter cavity. It was found that the classical noise at frequencies near 300 MHz was predominantly phase noise, and was smaller than the quantum noise ($C_{yy} < 1/4$ in the terminology of [37]) for powers less than ≈ 200 µW. However in the measurements of the acoustic mode’s fluctuations described in the main paper, the laser beam passes through a number of additional elements after the filter cavity (Supplementary Figure 1), and these elements may add classical noise to the laser. Analysis of the noise floor in the heterodyne data suggests that the classical noise after these elements is smaller than the quantum noise for laser powers less than ≈ 40 µW.

For all of the data shown in Figures 2 and 3 the total power in the control beams was < 8 µW. As a result, the impact of classical laser noise is expected to be small. Specifically, for a system in the sideband-resolved limit (as is the case for the present device) classical phase noise is expected to produce a sideband asymmetry roughly equal to $\kappa_{ext}/\kappa$ fraction (which is approximately one half in our system) of the ratio of the classical noise to the quantum noise. For the data in Fig. 3, this amounts to < 10%.

14 National Instruments FPGA NI PXI-7854R

1.3.3 Calibration of the phase modulator

The relative optical power in the beams after the phase modulator is calibrated using the setup shown in Supplementary Figure 3. Light from the TL passes through the PM and a tunable cavity (TC) which acts as an optical spectrum analyzer; the light transmitted through the TC lands on the PD. The PM is driven by a microwave generator (MWG) with varying frequency and power. The SA records the power in the CPL port of the directional coupler (DirC), which is used in the actual experiment. The TC length is swept by applying a triangle wave from the arbitrary wave generator (AWG) to piezoelectric elements within the TC. The TC transmission is fit to a Lorentzian with two sidebands:

\[
f(x) = \frac{E_0}{x^2 + (\kappa/2)^2} + \frac{E_1}{(x - d_{sb})^2 + (\kappa/2)^2} + \frac{E_1}{(x + d_{sb})^2 + (\kappa/2)^2}
\]  

(1)

The ratio of the sidebands to the carrier is recorded (as a function of microwave drive power and frequency). This ratio is expected to be:

\[
\frac{E_1}{E_0} = \frac{J_1(\pi V_{rel})^2}{J_0(\pi V_{rel})^2}
\]

(2)

Here \(J_0\) and \(J_1\) are Bessel functions of order 0 and 1. The drive voltage amplitude relative to the half-wave voltage \(V_\pi\) is:

\[
V_{rel} = \frac{V}{V_\pi} = \left(\frac{P}{P_\pi}\right)^{1/2} = 10^{(P_{dBm} - P_{\pi dBm})/20}
\]

(3)

Here \(V\) is the voltage sent to the phase modulator; the half-wave voltage \(V_\pi\) is the voltage necessary to induce a phase change of \(\pi\). The values \(P\) and \(P_\pi\) are the corresponding powers in Watts and the value \(P_{dBm}\) and \(P_{\pi dBm}\) are the corresponding powers in dBm. The value of \(P_{\pi dBm}\) is given relative to the CPL port of the DirC, as that is what is measured during the experiment. This value is independent of microwave power, but varies with microwave frequency. We record its values for frequencies between 1,400 and 3,000 MHz, as that is the range of the microwave tones.

During the experiment the optical power in the first order sideband, relative to the total power, is given by \(J_1(\pi V_{rel})^2\), where \(P_{\pi dBm}\) is known from the calibration and \(P_{dBm}\) is measured for each microwave tone using the SA.

---

\(^{15}\)Homebuilt, \(\kappa/2\pi = 200\) MHz, \(\omega_{FSR}/2\pi = 1.5\) THz  
\(^{16}\)Agilent N9310A
1.3.4 EDFA noise figure calibration

The EDFA noise figure is calibrated as shown in Supplementary Figure 4. Light leaving the TL passes through an amplitude modulator (AM) which puts small sidebands ("signal") onto the beam. The amplitude modulator is driven at \( \approx 30 \) MHz. At this frequency the laser amplitude noise is lower than shot noise, and the photodiode gain is within 5% of the DC photodiode gain. Light then passes through a variable attenuator and a 90:10 splitter, which is used to monitor the incident power. Then it either goes directly onto the PD, or passes through the EDFA and TF first. During the measurement, the power of the AM sidebands and the background power spectral density are recorded as the incident laser power is changed using the attenuator. The ratio of the sideband power to the background gives the signal-to-noise ratio. The DC signal gives the record of laser power.

The gain of the photodiode and the laser noise are calibrated without the EDFA first (i.e., without the components inside the dashed orange square in Supplementary Figure 4). The background grows linearly with increasing laser power, as expected for shot noise. The power of the AM sidebands grows quadratically. This measurement gives \( \text{SNR}_0 \), the signal-to-noise ratio without the EDFA.

Then the EDFA and TF are put in, and the signal-to-noise ratio is measured again (\( \text{SNR}_{\text{EDFA}} \)). The noise figure of the EFDA is calculated as:

\[
\text{NF} = 10 \log_{10} \left( \frac{\text{SNR}_0}{\text{SNR}_{\text{EDFA}}} \right)
\]

NF was found to vary slightly with laser wavelength, so we measured it for a number of different wavelengths. For 1,529.7 nm (the wavelength used for the Brownian motion measurements), the EDFA noise figure is 4 dB for laser powers below 30 \( \mu \)W. For laser powers below 100 \( \mu \)W (the maximum used in the experiment), the noise figure is smaller than 4.5 dB.
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2 Supplementary Note 2: Methods

2.1 Device construction

The device used in this study is similar to the device described in Refs. 22 and [32]. It consists of a cavity formed between the end faces of two optical fibers. The fibers’ end faces are laser-machined to have concave surfaces, and each surface is coated with a high reflectivity dielectric distributed Bragg reflector (DBR) [40]. The fibers are aligned in a pair of glass ferrules [41] which are epoxied to a glass plate (shown as orange in Fig. 1a in the main text). The glass plate is epoxied inside a Cu cell, which is bolted to the mixing chamber of a dilution refrigerator. Liquid He is introduced to the cell via a capillary tube. The capillary is heat sunk at each stage of the refrigerator and includes a silver sinter heat exchanger at the mixing chamber.

In contrast with the device described in Refs. 22 and [39] (in which the fibers were aligned in a single ferrule), the present device’s use of two separate ferrules greatly improves the thermal link between the He in the cavity and the mixing chamber. Further details are given in Supplementary Note 5.

The cavity length is \( L = 69.1 \, \mu\text{m} \). The two DBR reflectivities are \( R_1 = 0.99995 \) and \( R_2 = 0.99999 \). Light is coupled to and collected from the cavity via the lower-reflectivity DBR.

2.2 OMIT/A characterization

For OMIT/A measurements, three laser beams drive the cavity: a weak (“probe”) beam, a stronger (“control”) beam, and a far-detuned local oscillator (“LO”) beam (Supplementary Figure 5(a)). Beating between the probe and control beams causes the intracavity optical intensity to oscillate, thereby driving the acoustic mode. The resulting oscillation of the acoustic mode then adds sidebands to these beams. One sideband from the control beam interferes with the probe beam; as a result, a heterodyne measurement of the reflected probe (made using the LO) provides information about the acoustic mode’s driven motion [22, 30]. The OMIT/A measurement scheme and analysis are described in detail in Ref. 22.

Supplementary Figure 5(b) shows a typical OMIT/A spectrum in which the probe beam’s detuning is varied while keeping the control beam’s detuning fixed, thereby varying the frequency \( \omega \) of the drive applied to the acoustic mode. The heterodyne signal is fit to a complex Lorentzian with a constant background: \( a_{\text{OMIT}}[\omega] = a_{\text{bg}} + a_{\text{lor}} /[\gamma_{\text{ac}}/2 + i(\omega - \omega_{\text{ac}})] \), where \( a_{\text{bg}} \) and \( a_{\text{lor}} \) are both complex. This fit returns values for \( a_{\text{bg}}, a_{\text{lor}}, \) and the acoustic linewidth \( \gamma_{\text{ac}} \) and frequency \( \omega_{\text{ac}} \). Note that when \( \bar{n} > 0 \) the optomechanical interaction \( H_{\text{OM}} \) can shift \( \gamma_{\text{ac}} \) and \( \omega_{\text{ac}} \) from their bare values [4] \( \gamma_{\text{ac},0} \) and \( \omega_{\text{ac},0} \).

An OMIT/A spectrum (such as the one shown in Supplementary Figure 5(b)) can be characterized by its magnitude \( A \equiv \text{abs}(X) \) and phase \( \Psi \equiv \text{arg}(X) \), where \( X \equiv 2a_{\text{lor}}/\gamma_{\text{ac}}a_{\text{bg}} \). Supplementary Figure 5(c,d) shows \( A \) and \( \Psi \) (derived from the best-fit values of \( a_{\text{bg}}, a_{\text{lor}}, \) and \( \gamma_{\text{ac}} \)) as a function of the control beam’s detuning \( \Delta_{\text{con}} \) and power \( P_{\text{con}} \). Both \( A \) and \( \Psi \) show a feature of width \( \sim \kappa \) centered at \( \Delta_{\text{con}} \sim \pm \omega_{\text{ac}} \), corresponding to the probe being resonant with the optical cavity. Supplementary Figure 5(e,f) shows \( \omega_{\text{ac}}(\Delta_{\text{con}}, P_{\text{con}}) \) and \( \gamma_{\text{ac}}(\Delta_{\text{con}}, P_{\text{con}}) \), which exhibit the standard optical spring and damping[4].

(For the measurements of thermal and quantum fluctuations shown in Figs. 2, 3 the strong control beam is turned off. As a result the optical spring and damping effects are much weaker in those measurements.)

The solid lines in Supplementary Figure 5(c-f) are the result of fitting all the OMIT/A data to the dynamical backaction model described in Ref. 22. The two fitting parameters are \( g^{(0)} \), which represents the unitary electrostrictive interaction between the cavity mode and the acoustic mode; and \( g_{\text{pt}}^{(0)} \), which represents an additional optomechanical interaction with a 90° phase lag between the optical intensity and the resulting force on the acoustic mode. As described in Ref. 22, this arises from a photothermal effect in which optical absorption in the DBRs drives the acoustic mode, but with a bandwidth much less than \( \omega_{\text{ac}} \). The best-fit values are \( g^{(0)} = 2\pi \times (3.6 \pm 0.1) \, \text{kHz} \) and \( g_{\text{pt}}^{(0)} = 2\pi \times (0.8 \pm 0.1) \, \text{kHz} \). This is
**Supplementary Figure 5: Optomechanical characterization.** (a) Illustration of the OMIT/A measurement scheme. Black curve: the cavity lineshape. Blue arrows: the “probe” and “control” laser tones (the far-detuned local oscillator tone is not shown). (b) Typical OMIT/A measurement ($\Delta_{\text{con}} = 2\pi \times 320$ MHz, $P_{\text{con}} = 5.1$ $\mu$W). Upper panel: $\text{abs}(a_{\text{OMIT}})$ normalized so that the background $a_{\text{bg}} = 1$. Lower panel: $\text{arg}(a_{\text{OMIT}})$. Both are shown as a function of the beat note frequency $\omega$. The black line is the fit described in the text. The subsequent panels show the four parameters extracted from this type of fit, all as a function of $\Delta_{\text{con}}$ and $P_{\text{con}}$. (c) Amplitude of the OMIT/A signal $A$. (d) Phase of the OMIT/A signal $\Psi$. (e) Acoustic mode resonance frequency $\omega_{\text{ac}}$. (f) Acoustic mode damping rate $\gamma_{\text{ac}}$. The solid lines in (c) – (f) are a single fit to all the data shown, using the model described in Ref. 22. The only free parameters are the unitary optomechanical coupling rate and the photothermal optomechanical coupling rate defined in Ref. 22. For all of these measurements, $25 \text{ mK} < T_{\text{MC}} < 60 \text{ mK}$.

consistent with the *a priori* calculation $g^{(0)} = 2\pi \times (3.9 \pm 0.2)$ kHz (where the error is due to uncertainty in the mirrors’ materials properties) and the value $g^{(0)} = 2\pi \times (0.97 \pm 0.05)$ kHz found in a similar device [22].

### 2.3 Procedure for measuring undriven motion

As described in the main text and in section 1 measurements of the acoustic mode’s thermal and quantum fluctuations are carried out by driving the cavity with two measurement beams. Conceptually, this measurement is simplest when these two beams have equal power and are symmetrically detuned about the cavity resonance. Here we describe the procedure used to approximate this ideal situation.

As described in section 1 all of the optical beams are generated by driving the PM with microwave tones. As a result, all the relative detunings between the optical beams are known precisely. To measure their detuning with respect to the cavity resonance, we produce an auxiliary beam and record its reflection from the cavity as we sweep the (microwave) frequency used to produce it. We fit this data to extract the (microwave) frequency $\omega_{\text{aux}}$ that produces a beam resonant with the cavity. The difference $\omega_{\text{aux}} - \omega_{\text{Lock}}$ then provides the offset between the Lock beam and the cavity resonance ($\sim 10$ MHz).

This procedure is used to determine $\omega_{\text{aux}}$ before each measurement of the acoustic mode’s fluctuations (i.e., before each measurement represented as a small data point in Figure 3 (a,b) of the main text). The measured detuning value $\omega_{\text{aux}} - \omega_{\text{Lock}}$ is subsequently used in the analysis of the Brownian motion measurements. Furthermore, once every
several measurements the cavity lock parameters were adjusted to minimize the difference $|\omega_{\text{aux}} - \omega_{\text{ControlC}}|$, where $
abla_{\text{ControlC}} = (\omega_{\text{Control1}} + \omega_{\text{Control2}})/2$ is the center point between the two control MW tones (which is, consequently, the center point between the two measured Brownian motion peaks).

Supplementary Figure 6: Histogram of the difference $\omega_{\text{aux}} - \omega_{\text{ControlC}}$ between the cavity resonance frequency and the midpoint between the two control beams.

Supplementary Figure 6 shows the histogram of the measured variations in $\omega_{\text{aux}}$ across the data set used to produce Figure 3 of the main text. This figure indicates that the two measurement tones are symmetric with respect to the cavity resonance to $\sim 0.2$ MHz. For each small data point shown in Fig. 3 (a,b), the corresponding variation in $\omega_{\text{aux}}$ was included in the analysis; however, this produced no appreciable effect on the sideband asymmetry / correlation factors $H_{\text{AS}}$, $H_{\text{Re}}$, and $H_{\text{Im}}$.

The power in the two control tones was inferred by conducting an OMIT/A measurement. These are similar to the ones shown in Supplementary Figure 5 (b), with the measurement beam of the fluctuation setup serving as the “control” beam for this OMIT/A measurement (and an auxiliary beam serving as the “probe” beam). Fitting the OMIT/A data gives the optomechanical cooperativity for each measurement beam, which is used to infer each beam’s power. Such a measurement was carried out for every Brownian motion measurement (i.e., for every small data points in Figure 3 (a,b) of the main text). The measured variations in the beam powers were incorporated in the analysis; however (as with the measured detuning asymmetry) this produced no appreciable effect on the sideband asymmetry and correlation factors.
3 Supplementary Note 3: Theoretical description of the measurement results

3.1 Two tone measurement scheme

Here we consider a standard optomechanical system in which the two motional sidebands are measured using two beams detuned by \( \pm \omega_{ac} \) from the cavity resonance.

The standard optomechanical Hamiltonian is

\[
\mathcal{H} = \hbar \omega_{\text{opt}} \hat{a}^{\dagger} \hat{a} + \hbar \omega_{ac} \hat{c}^{\dagger} \hat{c} + h g^{(0)} (\hat{c}^{\dagger} + \hat{c}) \hat{a}^{\dagger} \hat{a} + \mathcal{H}_{\text{env}},
\]

where \( \hat{a} \) and \( \hat{c} \) are annihilation operators for the optical and the acoustic modes respectively, \( \omega_{\text{opt}} \) is the optical mode frequency (at zero acoustic mode amplitude), \( \omega_{ac} \) is the acoustic mode frequency, and \( g^{(0)} \) is the single-photon optomechanical coupling constant, i.e., the optical mode detuning per acoustic displacement equal to the acoustic zero-point fluctuations. Finally, \( \mathcal{H}_{\text{env}} \) is the part of the Hamiltonian corresponding to the coupling to the environment (including both optical and acoustic mode noise and damping as well as the coherent optical drives). This Hamiltonian leads to the equations of motion

\[
\dot{\hat{a}} = -i \left( \frac{\kappa}{2} + i \omega_{\text{opt}} \right) \hat{a} - ig^{(0)} (\hat{c}^{\dagger} + \hat{c}) \hat{a} + \sqrt{\kappa_{\text{int}}} \hat{\xi}_{\text{int}} + \sqrt{\kappa_{\text{ext}}} (\hat{a}_{\text{ext}} + \hat{\xi}_{\text{ext}}) \tag{6}
\]

\[
\dot{\hat{c}} = -i \left( \frac{\gamma_{ac}}{2} + i \omega_{ac} \right) \hat{c} - ig^{(0)} \hat{a} \hat{a} + \sqrt{\gamma_{ac}} \hat{\eta} \tag{7}
\]

Here \( \kappa_{\text{ext}} \) and \( \kappa_{\text{int}} \) are the external and internal coupling rates for the optical mode with \( \hat{\xi}_{\text{ext}} \) and \( \hat{\xi}_{\text{int}} \) being the corresponding optical noise operators, \( \kappa = \kappa_{\text{int}} + \kappa_{\text{ext}} \) is the total optical damping rate, \( \hat{a}_{\text{ext}} \) denotes the optical drive, and \( \gamma_{ac} \) is the acoustic damping rate with the noise operator \( \hat{\eta} \). The noise operators’ correlations satisfy

\[
\langle \hat{\xi}_{i}(t) \hat{\xi}_{j}(t') \rangle = 0 \quad \text{for } i \neq j, \tag{8}
\]

\[
\langle \hat{\xi}_{i}^{\dagger}(t) \hat{\xi}_{j}(t') \rangle = 0 \quad \text{for } i \neq j, \tag{9}
\]

\[
\langle \hat{\xi}_{i}(t) \hat{\xi}_{j}^{\dagger}(t') \rangle = \delta_{i,j} \delta(t - t'), \tag{10}
\]

\[
\langle \hat{\eta}(t) \hat{\eta}(t') \rangle = 0 \tag{11}
\]

\[
\langle \hat{\eta}^{\dagger}(t) \hat{\eta}(t') \rangle = n_{\text{th}} \delta(t - t'), \tag{12}
\]

\[
\langle \hat{\eta}(t) \hat{\eta}^{\dagger}(t') \rangle = (n_{\text{th}} + 1) \delta(t - t'). \tag{13}
\]

The subscripts “i” and “j” stand for either “int” or “ext”, and \( n_{\text{th}} = (e^{\hbar \omega_{ac}/k_{B} T} - 1)^{-1} \) is the thermal occupation of the acoustic mode bath (we assume that \( \gamma_{ac} \ll \omega_{ac} \), so that the frequency dependence of \( n_{\text{th}} \) can be disregarded).

To simplify equation [6], we can switch to a rotating frame for the optical mode to cancel the bare resonance frequency: \( \hat{a} \rightarrow \hat{a} e^{-i \omega_{\text{opt}} t} \), with the corresponding transformations for \( \hat{\xi}_{\text{int}}, \hat{\xi}_{\text{ext}} \) and \( \hat{a}_{\text{ext}} \). This doesn’t affect correlation relations for the noise operators, since they are \( \delta \)-correlated. The equation of motion for the acoustic mode stays the same, while the optical one becomes

\[
\dot{\hat{a}} = -i \left( \frac{\kappa}{2} + g^{(0)} (\hat{c}^{\dagger} + \hat{c}) \right) \hat{a} + \sqrt{\kappa_{\text{int}}} \hat{\xi}_{\text{int}} + \sqrt{\kappa_{\text{ext}}} (\hat{a}_{\text{ext}} + \hat{\xi}_{\text{ext}}) \tag{14}
\]

Next, we specify the optical drive. We assume that it is comprised of two tones which we will call “lower” and “upper”, with the corresponding detunings \( \Delta_{l} \) and \( \Delta_{u} \); the later discussion will assume that \( \Delta_{l} \approx -\omega_{ac} \) and \( \Delta_{u} \approx +\omega_{ac} \). Denoting the tones’ amplitudes by \( a_{\text{ext},l} \) and \( a_{\text{ext},u} \), we can express the drive as \( a_{\text{ext}} = a_{\text{ext},l} e^{-i \Delta_{l} t} + a_{\text{ext},u} e^{-i \Delta_{u} t} \).
After that, we apply the usual expansion of \( \hat{a} \) in powers of \( g^{(0)} \). The zeroth order only includes the coherent drive and not the vacuum noise, and results in the equations of motion

\[
\dot{a}_0 = -\frac{\kappa}{2} a_0 - ig^{(0)} (c_0 + c_0^*) a_0 + \sqrt{\kappa_{\text{ext}}} a_{\text{ext}} \tag{15}
\]

\[
\dot{c}_0 = -\left( \frac{\gamma_{\text{ac}}}{2} + i\omega_{\text{ac}} \right) c_0 - ig^{(0)} a_0^* a_0 \tag{16}
\]

The radiation pressure force in the second equation \(-ig^{(0)} a_0^* a_0\) has two components: one static and one at frequency \( |\Delta u - \Delta \ell| \approx 2\omega_{\text{ac}} \). Since both of these are far away from the acoustic mode resonance, and the radiation pressure force is relatively small, we can ignore them in our case and simply assume \( c_0 = 0 \). To put it more quantitatively, these forces result in a dimensionless acoustic mode displacement on the order of \( z_0 \approx \frac{g^{(0)}}{\omega_{\text{ac}}} n_c \), where \( n_c = |a_0|^2 \) is the average intracavity photon number. We can ignore this displacement when considering the optical mode if its contribution to the cavity detuning is less than a cavity linewidth: \( z_0 g^{(0)} \ll \kappa \), which results in \( n_c \ll \frac{\kappa_{\text{ac}}}{\omega_n (g^{(0)})^2} \). For our system this bound is about \( 4 \times 10^8 \), which is much higher than the maximum circulating photon number used in the experiment \( n_c \lesssim 10^4 \). Thus, ignoring the static acoustic mode displacement is justified, and the zeroth order solution for the optical mode becomes

\[
a_0 = a_{0,\ell} e^{-i\Delta \ell t} + a_{0,u} e^{-i\Delta_u t} \tag{17}
\]

\[
a_{0,\ell} = \sqrt{\kappa_{\text{ext}}} a_{\text{ext},\ell} / \kappa/2 - i\Delta \ell \tag{18}
\]

\[
a_{0,u} = \sqrt{\kappa_{\text{ext}}} a_{\text{ext},u} / \kappa/2 - i\Delta_u \tag{19}
\]

Next, the linearized equations of motion are

\[
\dot{d} = -\frac{\kappa}{2} \hat{d} - ig^{(0)} (\hat{c}^\dagger + \hat{c}) a_0 + \sqrt{\kappa_{\text{int}}} \hat{\xi}_{\text{int}} + \sqrt{\kappa_{\text{ext}}} \hat{\xi}_{\text{ext}} \tag{20}
\]

\[
\dot{c} = -\left( \frac{\gamma_{\text{ac}}}{2} + i\omega_{\text{ac}} \right) \hat{c} - ig^{(0)} (a_0^* \hat{d} + \hat{d}^\dagger a_0) + \sqrt{\kappa_{\text{ac}}} \hat{\eta}, \tag{21}
\]

where \( \hat{d} \) and \( \hat{c} \) are the first order expansion terms for the optical and acoustic modes respectively.

It is convenient to introduce a combined vacuum noise operator

\[
\hat{\xi} = (\sqrt{\kappa_{\text{ext}}} \hat{\xi}_{\text{ext}} + \sqrt{\kappa_{\text{int}}} \hat{\xi}_{\text{int}}) / \sqrt{\kappa} \tag{22}
\]

Because \( \kappa_{\text{int}} + \kappa_{\text{ext}} = \kappa \), this operator has the same correlation properties \( \langle 8 \rangle \langle 10 \rangle \) as \( \hat{\xi}_{\text{int,ext}} \). Equation \( \langle 20 \rangle \) for the optical mode can be rewritten as

\[
\dot{d} = -\frac{\kappa}{2} \hat{d} - ig^{(0)} (\hat{c}^\dagger + \hat{c}) a_0 + \sqrt{\kappa} \hat{\xi} \tag{23}
\]

The first order equations are linear in \( \hat{c} \) and \( \hat{d} \), so we can solve them via Fourier transform, which is defined as

\[
\hat{x}[\omega] = \lim_{T \to \infty} \frac{1}{\sqrt{T}} \int_{-T/2}^{T/2} \hat{x}(t) e^{i\omega t} dt, \tag{24}
\]

so that the noise correlators become

\[
\langle \hat{\xi}[\omega]\hat{\xi}[-\omega] \rangle = \langle \hat{\xi}^\dagger[\omega]\hat{\xi}[-\omega] \rangle = 0 \tag{25}
\]

\[
\langle \hat{\xi}[\omega]\hat{\xi}^\dagger[-\omega] \rangle = 1 \tag{26}
\]

\[
\langle \hat{\eta}[\omega]\hat{\eta}[-\omega] \rangle = 0 \tag{27}
\]

\[
\langle \hat{\eta}^\dagger[\omega]\hat{\eta}[-\omega] \rangle = n_{\text{th}} \tag{28}
\]

\[
\langle \hat{\eta}[\omega]\hat{\eta}^\dagger[-\omega] \rangle = n_{\text{th}} + 1 \tag{29}
\]
Note that in this notation the Hermitian conjugate is applied before the Fourier transform: $\hat{x}[^\dagger][\omega] = \hat{x}[^\dagger][-\omega]^\dagger$.

In the Fourier domain the equations of motion become

$$
\left(\frac{\kappa}{2} - i\omega\right)\hat{d}[\omega] = -ig^{(0)}\left(a_{0,\ell}\left(\hat{c}[\omega - \Delta_\ell] + \hat{c}[^\dagger][\omega - \Delta_\ell]\right) + a_{0,u}\left(\hat{c}[\omega - \Delta_u] + \hat{c}[^\dagger][\omega - \Delta_u]\right)\right)
+ \sqrt{\kappa}\hat{x}[\omega] \tag{30}
$$

$$
\left(\frac{\gamma_{ac}}{2} - i(\omega - \omega_{ac})\right)\hat{c}[\omega] = -ig^{(0)}\left(a_{0,\ell}\hat{d}[\omega + \Delta_\ell] + a_{0,u}\hat{d}[\omega + \Delta_u] + a_{0,\ell}\hat{d}[\omega - \Delta_\ell] + a_{0,u}\hat{d}[\omega - \Delta_u]\right)
+ \sqrt{\gamma_{ac}}\hat{\eta}[\omega] \tag{31}
$$

To solve equations (30), (31), we substitute the expression for $\hat{d}$ (i.e., equation (30)) into the equation for $\hat{c}$ (i.e., equation (31)). This produces 16 terms containing acoustic motion ($\hat{c}$ or $\hat{c}[^\dagger]$), which we can divide into several categories. First, there are 8 terms involving $\hat{c}[^\dagger]$. If the acoustic sidebands are far from each other ($|\Delta_u - \Delta_\ell - 2\omega_{ac}| \gg \gamma_{ac}$), these terms are also very far off resonance and can be neglected. The last 4 terms produce a combination of the standard dynamic backaction effects of the beams (two terms per beam), and thus should be preserved. The addition of the vacuum noise term, we obtain the following equation for the acoustic mode:

$$
\left(\frac{\gamma_{ac}}{2} - i(\omega - \omega_{ac})\right)\hat{c}[\omega] = (g^{(0)})^2\left(|a_{0,\ell}|^2(\chi_{c}[\omega - \Delta_\ell] - \chi_{c}[\omega + \Delta_\ell])
+ |a_{0,u}|^2(\chi_{c}[\omega - \Delta_u] - \chi_{c}[\omega + \Delta_u])\right)\hat{c}[\omega]
- ig^{(0)}\left(a_{0,\ell}\hat{d}[\omega + \Delta_\ell] + a_{0,u}\hat{d}[\omega + \Delta_u]
+ a_{0,\ell}\hat{d}[\omega - \Delta_\ell] + a_{0,u}\hat{d}[\omega - \Delta_u]\right)
+ \sqrt{\gamma_{ac}}\hat{\eta}[\omega] \tag{32}
$$

Here $\chi_{c}[\omega] = (\kappa/2 - i\omega)^{-1}$ is the cavity susceptibility, and $\hat{d}[\omega] = \chi_{c}[\omega]\sqrt{\kappa}\hat{x}[\omega]$ are the vacuum fluctuations of the intracavity field. Now we can rewrite the acoustic equation of motion as

$$
\hat{c}[\omega] = \chi_{ac,\text{eff}}[\omega]\left(-i\tilde{F}_{\text{RPSN}}[\omega] + \sqrt{\gamma_{ac}}\hat{\eta}[\omega]\right), \tag{33}
$$

where the modified acoustic mode susceptibility is

$$
\chi_{ac,\text{eff}}[\omega] = (\gamma_{ac}/2 - i(\omega - \omega_{ac}) + i\Sigma[\omega])^{-1} \approx (\gamma_{ac,\text{eff}}/2 - i(\omega - \omega_{ac,\text{eff}}))^{-1}, \tag{34}
$$

with the acoustic linewidth and the acoustic frequency modified by the dynamic backaction:

$$
\gamma_{ac,\text{eff}} = \gamma_{ac} - 2\text{Im}\Sigma[\omega_{ac,\text{eff}}] = \gamma_{ac} + \gamma_{ac,\text{opt}} \tag{35}
$$

$$
\omega_{ac,\text{eff}} = \omega_{ac} + \text{Re}\Sigma[\omega_{ac,\text{eff}}] = \omega_{ac} + \omega_{ac,\text{opt}} \tag{36}
$$

The self-energy $\Sigma[\omega]$ for the acoustic system is defined as

$$
\Sigma[\omega] = i(g^{(0)})^2\left(|a_{0,\ell}|^2(\chi_{c}[\omega - \Delta_\ell] - \chi_{c}[\omega + \Delta_\ell]) + |a_{0,u}|^2(\chi_{c}[\omega - \Delta_u] - \chi_{c}[\omega + \Delta_u])\right), \tag{37}
$$

and the radiation pressure force is defined as

$$
\tilde{F}_{\text{RPSN}}[\omega] = g^{(0)}\left(a_{0,\ell}^{\ast}\hat{d}[\omega + \Delta_\ell] + a_{0,u}^{\ast}\hat{d}[\omega - \Delta_\ell] + a_{0,\ell}^{\ast}\hat{d}[\omega + \Delta_u] + a_{0,u}^{\ast}\hat{d}[\omega - \Delta_u]\right) \tag{38}
$$

Note that this force is Hermitian: $\tilde{F}_{\text{RPSN}}[^\dagger][\omega] = \tilde{F}_{\text{RPSN}}[\omega]$.

Now we are ready to find an expression for the intracavity field. Because we focus on the part of the spectrum close to the optical resonance $\omega \approx 0$, we can neglect the other two sidebands: the red sideband of the lower control beam,
which corresponds to $\hat{c}^\dagger[\omega - \Delta_\ell] \approx\hat{c}^\dagger[+\omega_\text{ac}] \approx 0$, and the blue sideband of the upper control beam, corresponding to $\hat{c}[\omega - \Delta_u] \approx \hat{c}[-\omega_\text{ac}] \approx 0$. The optical field thus becomes

$$d[\omega] \approx \chi_c[\omega] \left( -ig^{(0)} (a_{0,\ell} \hat{c}[\omega - \Delta_\ell] + a_{0,u} \hat{c}^\dagger[\omega - \Delta_u]) + \sqrt{\kappa} \delta \right)$$ (39)

Finally, the outgoing field can be calculated using the input-output relations:

$$\hat{d}_\text{out} = \hat{G}_\text{ext} - \sqrt{\kappa \text{ext}} \hat{d}$$

$$\hat{d}_\text{out} = \hat{G}_\text{ext} - \sqrt{\kappa \text{ext} \chi_c[\omega]} \left( -ig^{(0)} (a_{0,\ell} \hat{c}[\omega - \Delta_\ell] + a_{0,u} \hat{c}^\dagger[\omega - \Delta_u]) + \sqrt{\kappa} \delta \right)$$ (40)

The acoustic mode annihilation operator spectrum has peaks at $+\omega_{\text{ac,eff}}$, while the creation operator (being its Hermitian conjugate) is peaked at $-\omega_{\text{ac,eff}}$. This means that the red sideband in the expression above (which comes from the $\hat{c}^\dagger$ term) is located around $\omega_r = \Delta_u - \omega_{\text{ac,eff}}$, and the blue sideband (coming from the $\hat{c}$ term) is located around $\omega_b = \Delta_\ell + \omega_{\text{ac,eff}}$. Because of the earlier choice $\Delta_\ell \approx -\omega_{\text{ac}}$, $\Delta_u \approx +\omega_{\text{ac}}$, both of these frequencies are close to zero.

### 3.2 Detection modes

It this section we describe how the acoustic sidebands are manifest in the photocurrent, and in the next section we use these results to calculate their power spectral densities and cross-correlations between them.

We consider heterodyne detection with a local oscillator (LO) at frequency $-\omega_{\text{LO}}$ with $\omega_{\text{LO}} > 0$ (the case where the local oscillator’s frequency is higher than the sidebands frequency is less convenient, since it leads to the photocurrent spectrum being flipped compared to the optical one). Ignoring the reflected control beams, the field incident on the photodiode after combining with the LO is $\hat{a}_\text{det} = a_{\text{LO}} e^{+i\omega_{\text{LO}} t} + \hat{d}_\text{out}$. Standard photodetection theory [43] states that the (time-dependent) autocorrelation of the photocurrent $i(t)$ can be described as

$$C_{ii}(t, \tau) \equiv \langle i(t + \tau/2) i(t - \tau/2) \rangle$$

$$= G^2 \left\langle \hat{a}_\text{det}^\dagger(t + \tau/2) \hat{a}_\text{det}(t + \tau/2) \hat{a}_\text{det}^\dagger(t - \tau/2) \hat{a}_\text{det}(t - \tau/2) \right\rangle$$

$$+ G^2 \left\langle \hat{a}_\text{det}^\dagger(t) \hat{a}_\text{det}(t) \right\rangle \delta(\tau),$$

(41)

where $G$ is the photodetector gain and $\::$ denotes normal and time ordering. Note that since $i(t)$ is a photocurrent, we take it to be classical and real, so $C_{ii}(\tau)$ is real and symmetric in $\tau$.

If we substitute the expression for $\hat{a}_\text{det}$ above and expand up to second order in $\hat{d}$ (keeping in mind that the first order terms average to zero), we get

$$C_{ii}(t, \tau) \approx G^2 |a_{\text{LO}}|^4 + G^2 |a_{\text{LO}}|^2 \left( \left\langle \hat{d}_\text{out}^\dagger(t + \tau/2) \hat{d}_\text{out}(t + \tau/2) \right\rangle + \left\langle \hat{d}_\text{out}^\dagger(t - \tau/2) \hat{d}_\text{out}(t - \tau/2) \right\rangle \right)$$

$$+ G^2 |a_{\text{LO}}|^2 e^{i\omega_{\text{LO}} \tau} \left\langle \hat{d}_\text{out}^\dagger(t + \tau/2) \hat{d}_\text{out}(t - \tau/2) \right\rangle + e^{-i\omega_{\text{LO}} \tau} \left\langle \hat{d}_\text{out}^\dagger(t - \tau/2) \hat{d}_\text{out}(t + \tau/2) \right\rangle$$

$$+ G^2 (a_{\text{LO}})^2 e^{2i\omega_{\text{LO}} \tau} \left\langle \hat{d}_\text{out}^\dagger(t + \tau/2) \hat{d}_\text{out}(t - \tau/2) \right\rangle$$

$$+ G^2 (a_{\text{LO}})^2 e^{-2i\omega_{\text{LO}} \tau} \left\langle \hat{d}_\text{out}(t + \tau/2) \hat{d}_\text{out}(t - \tau/2) \right\rangle$$

$$+ G^2 |a_{\text{LO}}|^2 \delta(\tau),$$

(42)

The first line in equation (42) is the DC component of the correlator, which is not relevant to the acoustic sideband spectrum and can be ignored. The next three lines reflect beating of the outgoing cavity field with the LO. Finally, the last line represents the unavoidable detector shot noise.
First, let us consider the power spectral density (PSD) of the photocurrent, which is the Fourier transform of the correlation function:

\[ S_{ii}[\omega] = \int_{-\infty}^{+\infty} C_{ii}(t, \tau) e^{i\omega \tau} d\tau, \tag{43} \]

where \( C_{ii}(t, \tau) \) denotes that the correlator is averaged over the central time \( t \). We assume that the correlators of the input field are stationary (or at least don’t have components at \( 2\omega_{LO} \)), and that the integration time is long enough that we can set \( e^{2i\omega_{LO}t} = 1 \). In this case, only the second and the last line in the correlator contribute to the PSD above, which can be re-expressed as

\[ S_{ii}[\omega] = G^2 |a_{LO}|^2 \left( S_{\hat{d}\hat{d}}[\omega_{LO} + \omega_i + \delta \omega] + S_{\hat{d}\hat{d}}[\omega_{LO} - \omega_i + \delta \omega] + 1 \right) \tag{44} \]

With the Fourier transform definition \( \hat{d} \), the spectrum of the outgoing field can be calculated in a straightforward way using the Wiener-Khinchin theorem:

\[ S_{\hat{d}\hat{d}}[\omega] = \int_{-\infty}^{+\infty} \langle \hat{d}^*_\text{out}(t + \tau/2) \hat{d}_\text{out}(t - \tau/2) \rangle e^{i\omega \tau} d\tau = \langle \hat{d}^*_\text{out}[\omega] \hat{d}_\text{out}[-\omega] \rangle \tag{45} \]

Now, let us consider what would be the photocurrent \( i(t) \) and its corresponding Fourier transform (in the sense of equation \( \hat{d}[\omega] \)) \( i[\omega] \). After mixing with the optical local oscillator, the two acoustic sidebands of interest will be located around \( \omega_{LO} + \omega_{r,b} \). We can define the shifted “local” Fourier transforms

\[ i_{r,b}[\delta \omega] \equiv i[\omega_{LO} + \omega_{r,b} + \delta \omega] \tag{46} \]

(note that unlike \( i[\omega] \) these don’t correspond to any real function of time, so in general \( i_r[\omega] \neq (i_r[-\omega])^* \)). The PSDs of the sidebands are then described by

\[
S^{(rr)}_{ii}[\delta \omega] \equiv \langle i_r[\delta \omega] i_r[\delta \omega]^* \rangle = S_{ii}[\omega_{LO} + \omega_r + \delta \omega] \\
= G^2 |a_{LO}|^2 (S_{\hat{d}\hat{d}}[2\omega_{LO} + \omega_r + \delta \omega] + S_{\hat{d}\hat{d}}[-\omega_r - \delta \omega] + 1) \tag{47}
\]

\[
S^{(bb)}_{ii}[\delta \omega] \equiv \langle i_b[\delta \omega] i_b[\delta \omega]^* \rangle = S_{ii}[\omega_{LO} + \omega_b + \delta \omega] \\
= G^2 |a_{LO}|^2 (S_{\hat{d}\hat{d}}[2\omega_{LO} + \omega_b + \delta \omega] + S_{\hat{d}\hat{d}}[-\omega_b - \delta \omega] + 1) \tag{48}
\]

Here \( S^{(rr)}_{ii}[\delta \omega] \) and \( S^{(bb)}_{ii}[\delta \omega] \) are the PSDs of the red and the blue sideband respectively, and \( \delta \omega \) is the frequency shift in the PSD from the sideband maximum.

While the second terms in the parentheses \( S_{\hat{d}\hat{d}}[-\omega_{r,b} - \delta \omega] \) correspond to the optical spectrum close to the cavity resonance, the first terms probe the spectrum roughly \( 2\omega_{LO} \) away from the cavity resonance, and therefore are insensitive to the cavity dynamics (more rigorously, the cavity susceptibility in the expression \( \xi \) is very small). Moreover, because of the normal ordering of the operators in \( S_{\hat{d}\hat{d}} \) the vacuum noise terms \( \xi \) don’t contribute. Thus, it is clear that \( S_{\hat{d}\hat{d}}[2\omega_{LO}] \approx 0 \), and the PSDs simplify to

\[
S^{(rr)}_{ii}[\delta \omega] \approx G^2 |a_{LO}|^2 (S_{\hat{d}\hat{d}}[-\omega_r - \delta \omega] + 1) \tag{49}
\]

\[
S^{(bb)}_{ii}[\delta \omega] \approx G^2 |a_{LO}|^2 (S_{\hat{d}\hat{d}}[-\omega_b - \delta \omega] + 1) \tag{50}
\]

Next, we turn to the correlations between the two sidebands. It is natural to define them as

\[
S^{(rb)}_{ii}[\delta \omega] \equiv \langle i_b[\delta \omega] i_r[-\delta \omega] \rangle = \langle i[\omega_{LO} + \omega_b + \delta \omega] i[\omega_{LO} + \omega_r - \delta \omega] \rangle \tag{51}
\]

Note that \( i_r \) isn’t complex conjugated, because it comes from \( \hat{c} \) rather than \( \hat{d} \). Similar to \( (43) \), we can use the definition of the Fourier transform \( i[\delta \omega] \) to express the result above through the time correlator \( C_{ii}(t, \tau) \):

\[
S^{(rb)}_{ii}[\delta \omega] = \int_{-\infty}^{+\infty} C_{ii}(t, \tau) e^{i(2\omega_{LO} + \omega_r + \omega_b)\tau} e^{i(\omega_b t/2 - \omega_r t/2 + \delta \omega)\tau} d\tau \\
= G^2 |a_{LO}^*|^2 \int_{-\infty}^{+\infty} \langle \hat{d}^*_\text{out}(t + \tau/2) e^{i(\omega_b (t + \tau/2) + \delta \omega \tau)} \hat{d}_\text{out}(t - \tau/2) \rangle e^{i\delta \omega \tau} d\tau \tag{52}
\]
This expression can be greatly simplified if we recall from input-output theory that the commutation relations of the outgoing fields are the same as the incoming ones. This implies that $\hat{d}_{\text{out}}$ (just like $\xi_{\text{ext}}$) commutes at different times, so the time ordering inside the ensemble averaging is irrelevant. Therefore, we can apply the Wiener-Khinchin theorem again and arrive at

$$S_{ii}^{(rb)}[\delta \omega] = G^2(a_{\text{LO}}^*)^2 \left\langle \hat{d}_{\text{out}}[\omega_b + \delta \omega] \hat{d}_{\text{out}}[\omega_f - \delta \omega] \right\rangle$$

(53)

### 3.3 Correlators values and the interpretation

In this section we calculate the sideband PSDs (49), (50) and the cross-correlator (53) for the optical field (40) obtained earlier.

We start with the sideband PSDs $S_{ii}^{(rr)}$ and $S_{ii}^{(bh)}$, which are proportional to $S_{d_{\text{d}}d_{\text{d}}}[\omega]$. As noted before, due to the normal ordering the terms containing the vacuum noise $\xi$ won’t contribute. Thus, we’re left with

$$S_{d_{\text{d}}d_{\text{d}}}[\omega] = \left\langle \hat{d}_{\text{out}}^\dagger[\omega] \hat{d}_{\text{out}}[-\omega] \right\rangle$$

$$= \kappa_{\text{ext}} |\chi_c[-\omega]|^2 (g^{(0)})^2 \left( |a_{0,\ell}|^2 S_{c\ell c}[\omega + \Delta_\ell] + |a_{0,u}|^2 S_{c\ell u}[\omega + \Delta_u] \right)$$

(54)

We’ve also omitted two other terms involving the acoustic mode motion: $a_{0,u}^* a_{0,\ell} \left\langle \hat{c}[\omega + \Delta_u] \hat{c}[-\omega - \Delta_\ell] \right\rangle$ and its complex conjugate $a_{0,u}^* a_{0,\ell} \left\langle \hat{c}^\dagger[\omega + \Delta_\ell] \hat{c}^\dagger[-\omega - \Delta_u] \right\rangle$. While not strictly zero, these terms are nevertheless small because the acoustic susceptibilities of the two terms in the product don’t overlap. For example, in the first expression the two acoustic terms are centered around $\omega = \omega_{ac} - \Delta_u = -\omega_f$ and $\omega = -\omega_{ac} - \Delta_\ell = -\omega_b$; as we’re working in the assumption $|\omega_f - \omega_b| \gg \gamma_{ac,\text{eff}}$ (non-overlapping sidebands), the product of these two terms is always small.

Now we need to calculate the acoustic motion correlators:

$$S_{c\ell c}[\omega] = |\chi_{c,\text{eff}}[-\omega]|^2 (S_{F_F}^{\text{RPSN}}[\omega] + S_{F_{F^1}}^{\text{th}}[\omega])$$

(55)

$$S_{c\ell u}[\omega] = |\chi_{c,\text{eff}}[+\omega]|^2 (S_{F_F}^{\text{RPSN}}[\omega] + S_{F_{F^1}}^{\text{th}}[\omega])$$

(56)

The PSD of the thermal force is:

$$S_{F_{F^1}}^{\text{th}}[\omega] \equiv \left\langle (\sqrt{\gamma_{ac}} \hat{\eta})^\dagger[\omega] (\sqrt{\gamma_{ac}} \hat{\eta}[-\omega]) \right\rangle = \gamma_{ac} n_{\text{th}}$$

(57)

$$S_{F_{F^1}}^{\text{th}}[\omega] \equiv \left\langle (\sqrt{\gamma_{ac}} \hat{\eta}[\omega]) (\sqrt{\gamma_{ac}} \hat{\eta}^\dagger[-\omega]) \right\rangle = \gamma_{ac} (n_{\text{th}} + 1),$$

(58)

and the PSD of the radiation pressure is

$$S_{F_F}^{\text{RPSN}}[\omega] \equiv \left\langle \hat{F}_{\text{RPSN}}[\omega] \hat{F}_{\text{RPSN}}[-\omega] \right\rangle$$

$$= (g^{(0)})^2 \kappa \left( |a_{0,\ell}|^2 |\chi_c[\omega + \Delta_\ell]|^2 + |a_{0,u}|^2 |\chi_c[\omega + \Delta_u]|^2 \right)$$

(59)

(since $\hat{F}_{\text{RPSN}}$ is Hermitian, this is the only correlator that we need).

For the following discussion we note that

$$S_{F_{F^1}}^{\text{th}}[\omega] - S_{F_{F^1}}^{\text{th}}[-\omega] = \gamma_{ac}$$

(60)

$$S_{F_F}^{\text{RPSN}}[\omega] - S_{F_F}^{\text{RPSN}}[-\omega] = (g^{(0)})^2 \kappa \left( |a_{0,\ell}|^2 (|\chi_c[\omega + \Delta_\ell]|^2 - |\chi_c[-\omega + \Delta_\ell]|^2) + |a_{0,u}|^2 (|\chi_c[\omega + \Delta_u]|^2 - |\chi_c[-\omega + \Delta_u]|^2) \right)$$

$$= -2 \text{Im} \Sigma[\omega] \equiv \gamma_{ac,\text{opt}}$$

(61)

This shows that the antisymmetric part of the force noise spectrum (with appropriate ordering for a non-Hermitian noise operator) is equal to the dissipation rate associated with this force: either the intrinsic loss $\gamma_{ac}$ for the environment acoustic
mode noise $\dot{n}$, or the optomechanically induced damping $\gamma_{ac,\text{opt}}$ for the radiation pressure shot noise. This is well-known from quantum noise theory \[44\], where the positive and the negative parts of the force spectrum are associated with the tendency to (respectively) extract energy from or give energy to the system, so the difference between the two provides the net damping.

When substituting force spectra into the equations for $S_{\text{cl},\ell}$ and $S_{\text{cl}^\dagger}$, we can simplify them by assuming that $\gamma_{ac,\text{eff}} \ll \kappa$, so the radiation pressure noise spectrum is approximately flat over the acoustic resonance. This lets us write

\[
S_{\text{cl},\ell}[\omega] \approx |\chi_{ac,\text{eff}}[\omega]|^2 (S_{RPSN}^{\text{th}}[\omega_{ac,\text{eff}}] + S_{FF}^{\text{th}}[\omega_{ac,\text{eff}}])
\]

\[
S_{\text{cl}^\dagger}[\omega] \approx |\chi_{ac,\text{eff}}[\omega]|^2 (S_{RPSN}^{\text{th}}[\omega_{ac,\text{eff}}] + S_{FF}^{\text{th}}[\omega_{ac,\text{eff}}])
\]

where we’ve defined the effective phonon occupation of the RPSN bath $n_{RPSN} = S_{RPSN}^{\text{th}}[\omega_{ac,\text{eff}}]/\gamma_{ac,\text{opt}}$ analogously to the thermal bath occupation $n_{th}$. To determine the final mean energy of the acoustic mode, we can find the expectation value of the phonon number operator by integrating its PSD:

\[
n_{ac} = \left\langle \hat{c}^\dagger(t) \hat{c}(t) \right\rangle = \frac{1}{2\pi} \int_{-\infty}^{+\infty} S_{\text{cl},\ell}[\omega] d\omega
\]

\[
= \frac{1}{2\pi} \int_{-\infty}^{+\infty} \frac{n_{RPSN}\gamma_{ac,\text{opt}} + n_{th}\gamma_{ac}}{\gamma_{ac,\text{eff}}/4 + (\omega + \omega_{ac,\text{eff}})^2} d\omega = \frac{n_{RPSN}\gamma_{ac,\text{opt}} + n_{th}\gamma_{ac}}{\gamma_{ac,\text{eff}}}
\]

This expression can be understood intuitively if we consider that the acoustic oscillator is coupled to two different baths (environment and radiation pressure force) with two different rates ($\gamma_{ac}$ and $\gamma_{ac,\text{opt}}$ respectively). This way, the final occupation of the oscillator is a weighted average of the occupations of the two baths, with the weights being proportional to the coupling rates.

With this expression for $n_{ac}$ the PSDs simplify to

\[
S_{\text{cl},\ell}[\omega] = \frac{n_{ac}\gamma_{ac,\text{eff}}}{\gamma_{ac,\text{eff}}^2/4 + (\omega + \omega_{ac,\text{eff}})^2}
\]

\[
S_{\text{cl}^\dagger}[\omega] = \frac{(n_{ac} + 1)\gamma_{ac,\text{eff}}}{\gamma_{ac,\text{eff}}^2/4 + (\omega - \omega_{ac,\text{eff}})^2}
\]

Note that the difference in the magnitude between the two PSDs (which comes from the asymmetry of the force noise spectra) is directly related to the equal-time commutator of the acoustic mode creation and annihilation operators:

\[
[\hat{c}(t), \hat{c}^\dagger(t)] = \left\langle [\hat{c}(t), \hat{c}^\dagger(t)] \right\rangle = \left\langle \hat{c}(t)\hat{c}^\dagger(t) \right\rangle - \left\langle \hat{c}^\dagger(t)\hat{c}(t) \right\rangle = (n_{ac} + 1) - n_{ac} = 1
\]

With these spectra the PSD of the outgoing field is

\[
S_{\text{cl}^\dagger}[\omega] = \left\langle \hat{d}_\text{out}^\dagger[\omega]\hat{d}_\text{out}[-\omega] \right\rangle
\]

\[
= \kappa_{\text{ext}}|\chi_{c}[\omega]|^2 (g^{(0)})^2 \left( |a_{0,\ell}|^2 \frac{n_{ac}\gamma_{ac,\text{eff}}}{\gamma_{ac,\text{eff}}^2/4 + (\omega + \Delta_{\ell} + \omega_{ac,\text{eff}})^2} + |a_{0,u}|^2 \frac{(n_{ac} + 1)\gamma_{ac,\text{eff}}}{\gamma_{ac,\text{eff}}^2/4 + (\omega + \Delta_{u} - \omega_{ac,\text{eff}})^2} \right)
\]

\[
= \kappa_{\text{ext}}|\chi_{c}[\omega]|^2 (g^{(0)})^2 \left( |a_{0,\ell}|^2 \frac{n_{ac}\gamma_{ac,\text{eff}}}{\gamma_{ac,\text{eff}}^2/4 + (\omega + \omega_{b})^2} + |a_{0,u}|^2 \frac{(n_{ac} + 1)\gamma_{ac,\text{eff}}}{\gamma_{ac,\text{eff}}^2/4 + (\omega + \omega_{r})^2} \right)
\]
As expected, it is comprised of two Lorentzians centered at $\omega = -\omega_r$ and $\omega = -\omega_b$. From (49), (50) the photocurrent PSDs of the individual sidebands are

\[
S_{ii}^{(1r)}[\delta \omega] \approx G^2 |a_{LO}|^2 \left( \kappa_{ext} |\chi_c[\omega_r]|^2 (g^{(0)})^2 |a_{0,u}|^2 \left( \frac{n_{ac} + 1}{2} \frac{\gamma_{ac,eff}}{\gamma_{ac,eff}/4 + \delta \omega^2 + 1} \right) \right)
\]

\[
S_{ii}^{(1b)}[\delta \omega] \approx G^2 |a_{LO}|^2 \left( \kappa_{ext} |\chi_c[\omega_b]|^2 (g^{(0)})^2 |a_{0,u}|^2 \left( \frac{n_{ac} \gamma_{ac,eff}}{2 \gamma_{ac,eff}/4 + \delta \omega^2 + 1} \right) \right)
\]

Both are Lorentzians with shot noise background, and with area under the Lorentzian proportional to $n_{ac}$ or $n_{ac} + 1$ for the blue and the red sideband respectively.

Now we switch to the cross-correlator (53), which is proportional to $\langle \hat{d}_{out}^{\dagger} [\omega_b + \delta \omega] \hat{d}_{out}[\omega_r - \delta \omega] \rangle$. Because the normal ordering is not enforced, there are terms involving the vacuum noise:

\[
\langle \hat{d}_{out}^{\dagger} [\omega_b + \delta \omega] \hat{d}_{out}[\omega_r - \delta \omega] \rangle \approx -\kappa_{ext} (\chi_c[\omega_r] \chi_c[\omega_b]) (g^{(0)})^2 a_{0,\ell} a_{0,u} S_{ext}^{\dagger}[\omega_{ac,eff} + \delta \omega] \\
+i \left( \langle \hat{\xi}_{ext}[\omega_b + \delta \omega] - \sqrt{\kappa_{ext}} \hat{\chi}_c[\omega_b] \hat{\xi}[\omega_b + \delta \omega] \rangle \right) \\
\times \left( \sqrt{\kappa_{ext}} \chi_c[\omega_r] (g^{(0)}) \left( a_{0,\ell} \hat{c}^\dagger [-\omega_{ac,eff} - \delta \omega] \right) \right) 
\]

The first term is just the acoustic motion PSD, similar to the sidebands’ PSDs (as before, we’ve assumed $\delta \omega \sim \gamma_{ac,eff} \ll |\omega_r - \omega_b|$), and neglected all off-resonant acoustic terms. The second term involves the correlations of the optical vacuum fluctuations with the acoustic mode motion, which are non-zero because the acoustic oscillator is driven by the radiation pressure shot noise arising from these vacuum fluctuations. Thus, this term directly represents the action of the radiation pressure shot noise on the acoustic oscillator.

Using expression (22) for $\hat{\xi}$ and (38) for $\hat{F}_{RPSN}$, we get

\[
\langle \hat{\xi}[\omega_b + \delta \omega] \hat{F}_{RPSN} [-\omega_{ac,eff} - \delta \omega] \rangle = (g^{(0)}) a_{0,\ell} \langle \hat{\xi}[\omega_b + \delta \omega] \hat{d}_{\xi}^\dagger [-\omega_b - \delta \omega] \rangle \\
= (g^{(0)}) a_{0,\ell} \chi_c[-\omega_b] \sqrt{\kappa}_{ext}
\]

\[
\langle \hat{\xi}_{ext}[\omega_b + \delta \omega] \hat{F}_{RPSN} [-\omega_{ac,eff} - \delta \omega] \rangle = \sqrt{\kappa_{ext}/\kappa} \langle \hat{\xi}[\omega_b + \delta \omega] \hat{F}_{RPSN} [-\omega_{ac,eff} - \delta \omega] \rangle \\
= (g^{(0)}) a_{0,\ell} \chi_c[-\omega_b] \sqrt{\kappa}_{ext}
\]

so that

\[
\langle \left( \hat{\xi}_{ext}[\omega_b + \delta \omega] - \sqrt{\kappa_{ext}} \hat{\chi}_c[\omega_b] \hat{\xi}[\omega_b + \delta \omega] \right) \hat{c}^\dagger [-\omega_{ac,eff} - \delta \omega] \rangle \\
= i (\chi_{ac,eff}[\omega_{ac,eff} + \delta \omega])^* \langle \left( \hat{\xi}_{ext}[\omega_b + \delta \omega] - \sqrt{\kappa_{ext}} \hat{\chi}_c[\omega_b] \hat{\xi}[\omega_b + \delta \omega] \right) \hat{F}_{RPSN} [-\omega_{ac,eff} - \delta \omega] \rangle \\
= i (\chi_{ac,eff}[\omega_{ac,eff} + \delta \omega])^* \sqrt{\kappa_{ext}} (1 - \kappa_{ac,eff}[\omega_b]) g^{(0)} a_{0,\ell} \chi_c[-\omega_b] \\
= -i (\chi_{ac,eff}[\omega_{ac,eff} + \delta \omega])^* \sqrt{\kappa_{ext}} g^{(0)} a_{0,\ell} \chi_c[\omega_b]
\]

Note that this expression depends on the full complex acoustic susceptibility $\chi_{ac,eff}[\omega]$, unlike, for example, the acoustic PSD, where only $|\chi_{ac,eff}|^2$ is present. This implies that it is sensitive to the phase response of the acoustic oscillator, meaning that this term really is a correlator between the force and the displacement (simple force-force or displacement-displacement correlators wouldn’t depend on the force-displacement phase shift).

The complete noise correlator becomes

\[
\langle \hat{d}_{out}[\omega_b + \delta \omega] \hat{d}_{out}[\omega_r - \delta \omega] \rangle \approx G_{cc} (S_{cc}^{\dagger} [\omega_{ac,eff} + \delta \omega] - (\chi_{ac,eff}[\omega_{ac,eff} + \delta \omega])^*) \\
G_{cc} = -\kappa_{ext}(\chi_c[\omega_r] \chi_c[\omega_b]) (g^{(0)})^2 a_{0,\ell} a_{0,u}
\]
where $G_{cc}$ simply is a conversion factor between the displacement and the outgoing field.

Finally, the photocurrent cross-correlator is

$$S_{ii}^{(rb)}[\delta \omega] = G^2(a_{LO}^*)^2G_{cc}\left[(\omega_{ac,eff} + \delta \omega) - (\gamma_{ac,eff} + \delta \omega)\right]$$

$$= G^2(a_{LO}^*)^2G_{cc}\left[\frac{(n_{ac} + 1)\gamma_{ac,eff}}{4 + \delta \omega^2} - \frac{\gamma_{ac,eff}/2 - i\delta \omega}{4 + \delta \omega^2}\right]$$

$$= G^2(a_{LO}^*)^2G_{cc}\left[\frac{(n_{ac} + 1/2)\gamma_{ac,eff} - i\delta \omega}{4 + \delta \omega^2}\right]$$

This expression is different from (70) and (71) in several important ways. First, there’s no shot noise background present, as this noise is uncorrelated between the two sidebands (it’s important to note that the measurement SNR is still affected by the shot noise; it just averages to zero instead of to some finite value). Second, the cross-correlator is complex, with an imaginary part that is antisymmetric in $\delta \omega$. Finally, the real Lorentzian part of the cross-correlator is proportional not to $n_{ac}$ (like in $S_{ii}^{(bb)}$) or $n_{ac} + 1$ (as in $S_{ii}^{(rr)}$), but to $n_{ac} + 1/2$. As was shown above in equation (76), this additional half phonon in the real part together with the anti-Lorentzian imaginary part can be combined to produce a complex acoustic susceptibility. This susceptibility shows up because of the correlation between the random radiation pressure force noise and the acoustic mode displacement driven by this force, and thus is an unambiguous signature of the RPSN acting on the acoustic oscillator.

### 3.4 Photothermal coupling

In this section we consider the effect of the photothermal optomechanical coupling.

The quantum treatment of the photothermal coupling is similar to [45]. We model it as an additional optical loss and an extra acoustic force whose magnitude is proportional to the optical power lost to that channel. To describe this quantitatively, we first introduce an optical loss channel with a rate $\kappa_{pt}$ and a corresponding vacuum noise $\hat{\xi}_{pt}$. This modifies the original equation of motion for the optical mode (6) to

$$\dot{a} = -\frac{\kappa}{2}a - ig^{(0)}(\hat{c} + \hat{c}^\dagger)a + \sqrt{\kappa_{int}}\hat{\xi}_{int} + \sqrt{\kappa_{pt}}\hat{\xi}_{pt} + \sqrt{\kappa_{ext}}(a_{ext} + \hat{\xi}_{ext})$$

The total damping is now a combination of all three loss rates: $\kappa = \kappa_{int} + \kappa_{pt} + \kappa_{ext}$. The vacuum noise $\hat{\xi}_{pt}$ is uncorrelated with any other noise and is described by the same correlation relations (8-10). The amplitude of the field lost to that channel can be found from the input-output relations, just like (40) for the external coupling:

$$\hat{a}_{out,pt} = \hat{\xi}_{pt} - \sqrt{\kappa_{pt}}a$$

The corresponding power is simply

$$\hat{I}_{out,pt} = \hat{a}_{out,pt}^\dagger\hat{a}_{out,pt}$$

The photothermal force is proportional to this intensity. However, the thermal reaction rate may be slow compared to the characteristic frequencies of interest (i.e., $\omega_{ac,eff}$), so the force may be subject to a low-pass filtering. We can model this by writing

$$\tau_{pt}\hat{F}_{pt} = -\hat{F}_{pt} + A_{pt}\hat{I}_{out,pt},$$

where $A_{pt}$ is the DC proportionality coefficient between the intensity and the photothermal force, and $\tau_{pt}$ is the time constant of the low-pass filter. The solution of this equation (in the Fourier domain) is

$$\hat{F}_{pt}[\omega] = \frac{A_{pt}\hat{I}_{out,pt}[\omega]}{1 - i\omega\tau_{pt}}$$
Since we’re only interested in the forces in a small frequency band around $\omega_{ac,\text{eff}}$, we can substitute $\omega \approx \omega_{ac,\text{eff}}$ in the denominator of the expression above and transform back to the time domain, getting

$$\hat{F}_{pt}(t) = \frac{A_{pt}}{1 - i\omega_{ac,\text{eff}} \gamma_{pt}} \hat{I}_{out,pt}(t) = A_{pt,\text{eff}} \hat{I}_{out,pt}(t)$$

(84)

Note that this equation only holds for spectral components of the photothermal force near $\omega_{ac,\text{eff}}$.

With that result, we can modify the acoustic equation of motion [7] and turn it into

$$\dot{\hat{c}} = -\left(\frac{\gamma_{ac}}{2} + i\omega_{ac}\right)\hat{c} - i g^{(0)} \hat{a}^\dagger \hat{a} - i \hat{F}_{pt} + \sqrt{\gamma_{ac}} \hat{\eta}$$

(85)

Next, we once again perform the first order expansion of the optical mode $\hat{a} = a_0 + \hat{d}$. This leads to the photothermal force

$$\hat{F}_{pt}(t) = A_{pt,\text{eff}} \hat{a}^\dagger_{out,pt} \hat{a}_{out,pt}$$

$$= A_{pt,\text{eff}} \left(\hat{\xi}_{pt}^\dagger - \sqrt{\kappa_{pt}(a_0^* + \hat{d}^\dagger)}\right) \left(\hat{\xi}_{pt} - \sqrt{\kappa_{pt}(a_0 + \hat{d})}\right)$$

$$\approx A_{pt,\text{eff}} \kappa_{pt} |a_0|^2 + A_{pt,\text{eff}} \kappa_{pt} (a_0^* \hat{d} + \hat{d}^\dagger a_0) - A_{pt,\text{eff}} \sqrt{\kappa_{pt}} (a_0^* \hat{\xi}_{pt} + \hat{\xi}_{pt}^\dagger a_0)$$

$$= g^{(0)}_{pt} |a_0|^2 + g^{(0)}_{pt} (a_0^* \hat{d} + \hat{d}^\dagger a_0) - \frac{g^{(0)}_{pt}}{\sqrt{\kappa_{pt}}} (a_0^* \hat{\xi}_{pt} + \hat{\xi}_{pt}^\dagger a_0),$$

(86)

where $g^{(0)}_{pt} = A_{pt,\text{eff}} \kappa_{pt}$ is a single-photon photothermal coupling rate. It is analogous to $g^{(0)}$, but it is in general complex (owing to the low-pass filtering) and appears only in the acoustic equation of motion, since its origin is non-unitary. In the following we ignore the static force term $g^{(0)}_{pt} |a_0|^2$ (this term is incorrect anyway, since we’ve used the low-passed proportionality coefficient $A_{pt,\text{eff}}$ instead of the static $A_{pt}$), just as for the radiation pressure. The acoustic equation of motion then becomes

$$\dot{\hat{c}} = -\left(\frac{\gamma_{ac}}{2} + i\omega_{ac}\right)\hat{c} - i (g^{(0)} + g^{(0)}_{pt}) (a_0^* \hat{d} + \hat{d}^\dagger a_0) - i \frac{g^{(0)}_{pt}}{\sqrt{\kappa_{pt}}} (a_0^* \hat{\xi}_{pt} + \hat{\xi}_{pt}^\dagger a_0) + \sqrt{\gamma_{ac}} \hat{\eta}$$

(87)

The rest follows fairly closely the derivation for case of pure radiation pressure. After transitioning to the Fourier domain and solving for $\hat{c}[\omega]$, we find, similarly to (33)

$$\hat{c}[\omega] = \chi_{ac,\text{eff}}[\omega] \left(-i \hat{F}_{\text{opt}}[\omega] + \sqrt{\gamma_{ac}} \hat{\eta}[\omega]\right)$$

(88)

There are two modifications here. First, the expression for the acoustic susceptibility is still the same $\chi_{ac,\text{eff}}[\omega] = (\gamma_{ac}/2 - i(\omega - \omega_{ac}) + i \Sigma[\omega])^{-1}$, but the self-energy is slightly different:

$$\Sigma[\omega] = i g^{(0)} (g^{(0)} + g^{(0)}_{pt}) (|a_0|\xi)^2 (\chi_{c}[\omega - \Delta_{t}] - \chi_{c}[\omega + \Delta_{t}]) + |a_0|\xi)^2 (\chi_{c}[\omega - \Delta_{u}] - \chi_{c}[\omega + \Delta_{u}])$$

(89)

(this expression is proportional to $g^{(0)} (g^{(0)} + g^{(0)}_{pt})$, in contrast with $(g^{(0)})^2$ in the radiation pressure case (37)). Second, the radiation pressure force is replaced by a more general optical force:

$$\hat{F}_{\text{opt}}[\omega] = g^{(0)} \left(a_0^* \xi^\dagger [\omega + \Delta_{t}] + a_0 \xi [\omega - \Delta_{t}] + a_{0,u}^* \xi^\dagger [\omega + \Delta_{u}] + a_{0,u} \xi [\omega - \Delta_{u}]\right)$$

$$+ g^{(0)}_{pt} \left(a_0^* \hat{d}_{pt} [\omega + \Delta_{t}] + a_0 \hat{d}_{pt}^\dagger [\omega - \Delta_{t}] + a_{0,u}^* \hat{d}_{pt} [\omega + \Delta_{u}] + a_{0,u} \hat{d}_{pt}^\dagger [\omega - \Delta_{u}]\right),$$

(90)

where the RPSN is associated with the same vacuum noise as before $\hat{d}_{\xi}[\omega] = \chi_{c}[\omega] \sqrt{\kappa_{\xi}}[\omega]$, while for the photothermal force it’s modified:

$$\hat{d}_{pt}[\omega] = \chi_{c}[\omega] \sqrt{\kappa_{\xi}}[\omega] - \frac{\xi_{pt}}{\sqrt{\kappa_{\xi}}},$$

(91)
Since $g^{(0)}_{opt}$ is in general complex, the optical force is no longer Hermitian: $\hat{F}^\dagger_{opt} \neq \hat{F}_{opt}$. Therefore, we need to calculate two different force noise spectra:

$$S_{\hat{F}\hat{F}^\dagger}^{opt}[\omega] \equiv \langle \hat{F}_{opt}[\omega] \hat{F}_{opt}^\dagger[-\omega] \rangle$$

$$= \left| g^{(0)} + g^{(0)}_{pt} \right|^2 \kappa \left( |a_{0,\ell}|^2 |\chi_c[\omega + \Delta_c]|^2 + |a_{0,u}|^2 |\chi_c[\omega + \Delta_u]|^2 \right) + 2\text{Re} \left[ g^{(0)} + g^{(0)}_{pt} \right] \left( |a_{0,\ell}|^2 \chi_c[-\omega - \Delta_c] + |a_{0,u}|^2 \chi_c[-\omega - \Delta_u] \right)$$

$$+ \left| g^{(0)}_{pt} \right|^2 \kappa \left( |a_{0,\ell}|^2 + |a_{0,u}|^2 \right)$$

$$= (g^{(0)})^2 \kappa \left( |a_{0,\ell}|^2 |\chi_c[\omega + \Delta_c]|^2 + |a_{0,u}|^2 |\chi_c[\omega + \Delta_u]|^2 \right) + 2\text{Re} \left[ g^{(0)} g^{(0)}_{pt} \right] \left( |a_{0,\ell}|^2 \chi_c[-\omega - \Delta_c] + |a_{0,u}|^2 \chi_c[-\omega - \Delta_u] \right)$$

$$+ \left| g^{(0)}_{pt} \right|^2 \kappa \left( |a_{0,\ell}|^2 + |a_{0,u}|^2 \right)$$

(92)

$$S_{\hat{F}^\dagger\hat{F}}^{opt}[\omega] \equiv \langle \hat{F}_{opt}^\dagger[\omega] \hat{F}_{opt}[-\omega] \rangle$$

$$= (g^{(0)})^2 \kappa \left( |a_{0,\ell}|^2 |\chi_c[\omega + \Delta_c]|^2 + |a_{0,u}|^2 |\chi_c[\omega + \Delta_u]|^2 \right) + 2\text{Re} \left[ g^{(0)} g^{(0)}_{pt} \right] \left( |a_{0,\ell}|^2 \chi_c[-\omega - \Delta_c] + |a_{0,u}|^2 \chi_c[-\omega - \Delta_u] \right)$$

$$+ \left| g^{(0)}_{pt} \right|^2 \kappa \left( |a_{0,\ell}|^2 + |a_{0,u}|^2 \right)$$

(93)

Nevertheless, the general property of the antisymmetric component of the noise spectrum still holds:

$$S_{\hat{F}\hat{F}^\dagger}^{opt}[\omega] - S_{\hat{F}^\dagger\hat{F}}^{opt}[-\omega] = (g^{(0)})^2 \kappa \left( |a_{0,\ell}|^2 \left( |\chi_c[\omega + \Delta_c]|^2 - |\chi_c[-\omega + \Delta_c]|^2 \right) \right)$$

$$+ \left| a_{0,u} \right|^2 \left( |\chi_c[\omega + \Delta_u]|^2 - |\chi_c[-\omega + \Delta_u]|^2 \right)$$

$$+ 2\text{Re} \left[ g^{(0)} g^{(0)}_{pt} \right] \left( |a_{0,\ell}|^2 \left( \chi_c[\omega_{ac} + \Delta_c] - \chi_c[\omega_{ac} - \Delta_c] \right) \right)$$

$$+ \left| a_{0,u} \right|^2 \left( \chi_c[\omega_{ac} + \Delta_u] - \chi_c[\omega_{ac} - \Delta_u] \right)$$

$$= 2\text{Re} \left[ g^{(0)} g^{(0)}_{pt} \right] \left( |a_{0,\ell}|^2 \left( \chi_c[\omega_{ac} + \Delta_c] - \chi_c[\omega_{ac} - \Delta_c] \right) \right)$$

$$+ \left| a_{0,u} \right|^2 \left( \chi_c[\omega_{ac} + \Delta_u] - \chi_c[\omega_{ac} - \Delta_u] \right)$$

$$= -2\text{Im} \Sigma[\omega_{ac}] = \gamma_{ac, opt}$$

(94)

This result relies crucially on the presence of the $\hat{\xi}_{pt}/\sqrt{\kappa_{pt}}$ term in the photothermal force noise, and on the fact that this noise is partially correlated with the intracavity field. Ignoring it and simply replacing the $g^{(0)}$ by $g^{(0)} + g^{(0)}_{pt}$ in the equation of motion for $\hat{c}$ (which is sufficient for a classical treatment) would ultimately result in $[\hat{c}, \hat{c}^\dagger] \neq 1$.

The relation above allows us to follow the same route as for a purely radiation pressure coupled system. We can still define the effective occupation of the bath associated with the optical force shot noise

$$n_{OFSN} = \frac{S_{\hat{F}^\dagger\hat{F}}^{opt}[-\omega_{ac, eff}]}{\gamma_{ac, opt}}$$

(95)

and obtain the equilibrium occupation of the acoustic mode in the same way as in the expression (64) before:

$$n_{ac} = \frac{n_{OFSN} \gamma_{ac, opt} + n_{th} \gamma_{ac}}{\gamma_{ac, eff}}$$

(96)
With that, the expressions for the acoustic spectrum look the same as (65) and (66):

$$S_{\hat{c}\dagger \hat{c}}[\omega] = \frac{n_{ac}\gamma_{ac,eff}}{\gamma_{ac,eff}/4 + (\omega + \omega_{ac,eff})^2}$$

$$S_{\hat{c}\dagger \hat{c}}[\omega] = \frac{(n_{ac} + 1)\gamma_{ac,eff}}{\gamma_{ac,eff}/4 + (\omega - \omega_{ac,eff})^2}$$

(97) (98)

The difference is concealed in the definitions of the optomechanical self-energy $\Sigma = \omega_{ac,opt} - i\gamma_{ac,opt}/2$ and the equilibrium acoustic occupation $n_{ac}$.

One caveat about this difference is the additional optical force noise arising from the photothermal force:

$$\delta(n_{OFSN}\gamma_{ac, opt}) = S_{F_1 F_2 \dagger}[\omega_{ac, eff}] - S_{RPSN}[\omega_{ac, eff}]$$

$$= 2\text{Re} \left[ g^{(0)}(0) g_{pt}^{(0)}(\text{Re}[a_0,\ell]^2 \chi_c[-\omega_{ac,eff} + \Delta_\ell] + |a_{0,u}|^2 \chi_c[-\omega_{ac,eff} + \Delta_u]) \right]$$

$$+ \frac{|g_{pt}^{(0)}|^2}{\kappa_{pt}} \left( |a_{0,\ell}|^2 + |a_{0,u}|^2 \right)$$

(99)

While the first term only depends on the measurable system parameters (and in our case it is much smaller than the RPSN owing to the fact that $g_{pt}^{(0)}$ is purely imaginary), the second term involves the photothermal channel loss rate $\kappa_{pt}$, which we cannot access experimentally. To estimate the effect of this term, we can assume that $\kappa_{pt}$ is associated with the absorptive loss discussed in section 5.2.1. This means that its value can be calculated as $\kappa_{pt} = \alpha(\kappa - \kappa_{ext})$, where $\alpha$ is defined in equation (111) and is estimated to be $\alpha = 0.2$ (from room temperature measurements of mirrors’ absorption, Section 5.2.1) or $\alpha = 0.7 \pm 0.1$ (from fitting the cryogenic data using the thermal model, Section 5.4). Using these numbers and a total intracavity photon number $\bar{n} = |a_{0,\ell}|^2 + |a_{0,u}|^2 = 2500$ (which is the maximum photon number for the data shown in the main text) yields an extra phonon occupation of between 0.05 (for $\alpha = 0.7$) and 0.2 (for $\alpha = 0.2$) phonons; these values are between 3 and 10 times smaller than the RPSN effects. Because of this, and because this extra noise becomes even smaller for lower photon numbers (the majority of the data was taken at $\bar{n} < 1000$), we ignore it in the data analysis and assume $n_{OFSN} = n_{RPSN}$.

Since the equation of motion (equation (20)) for the optical mode doesn’t change (except for an additional loss channel), the general expression (54) for the PSD of the outgoing light still holds. Following that, the results for the PSDs of the red and blue sidebands are also the same as before (equations (70) and (71)).

To find $\hat{S}_{ill}^{(rb)}(\omega)$ we can still apply equation (72). In order to do so, we once again need to calculate the correlations between the vacuum noise and the acoustic motion, which follow from the generalized optical force noise:

$$\langle \hat{\xi}[\omega_b + \delta\omega] \hat{F}_{opt}^{\dagger}[-\omega_{ac,eff} - \delta\omega] \rangle = (g^{(0)} + g_{pt}^{(0)})^* a_{0,\ell} \left( \langle \hat{\xi}[\omega_b + \delta\omega] \hat{d}^{\dagger}_{1}[-\omega_b - \delta\omega] \rangle \right)$$

$$- (g_{pt}^{(0)})^* a_{0,\ell} \sqrt{\kappa_{pt}} \left( \langle \hat{\xi}[\omega_b + \delta\omega] \hat{\chi}_c[-\omega_b - \delta\omega] \rangle \right)$$

$$= (g^{(0)} + g_{pt}^{(0)}) a_{0,\ell} \chi_c[-\omega_b] \sqrt{\kappa} - (g_{pt}^{(0)})^* a_{0,\ell} \sqrt{\kappa}$$

(100)

$$\langle \hat{\xi}_{ext}[\omega_b + \delta\omega] \hat{F}_{opt}^{\dagger}[-\omega_{ac,eff} - \delta\omega] \rangle = (g^{(0)} + g_{pt}^{(0)})^* a_{0,\ell} \chi_c[-\omega_b] \sqrt{\kappa_{ext}}$$

(101)

These lead to

$$\langle \left( \hat{\xi}_{ext}[\omega_b + \delta\omega] - \sqrt{\kappa_{ext}} \chi_c[\omega_b] \hat{\xi}[\omega_b + \delta\omega] \right) \hat{F}_{opt}^{\dagger}[-\omega_{ac,eff} - \delta\omega] \rangle$$

$$= \sqrt{\kappa_{ext}} (1 - \kappa \chi_c[\omega_b]) (g^{(0)} + g_{pt}^{(0)})^* a_{0,\ell} \chi_c[-\omega_b] - \sqrt{\kappa_{ext}} \chi_c[\omega_b] (g_{pt}^{(0)})^* a_{0,\ell}$$

$$= - \sqrt{\kappa_{ext}} g^{(0)} a_{0,\ell} \chi_c[\omega_b],$$

(102)

which is not dependent on the photothermal coupling. This means that the rest of the derivation follows the pure radiation pressure case, and we arrive at the same equation (78) as before.


4 Supplementary Note 4: Displacement measurement calibration

In this section we describe the procedure for calibrating the acoustic motional sidebands in units of zero point fluctuations.

Consider the expression for the power spectral density of the blue acoustic sideband (71)

\[ S_{ii}^{(bb)}[\delta \omega] = G^2 |a_{LO}|^2 \left( \frac{\kappa_{ext} |\chi_c|[\omega_b]|^2 (g^{(0)})^2 |a_{0,t}|^2 n_{ac,eff}^2 \gamma_{ac,eff}}{\gamma_{ac,eff}/4 + \delta \omega^2 + 1} \right) \]

\[ = G^2 |a_{LO}|^2 \left( \frac{4 \kappa_{ext} 4 (g^{(0)})^2 |a_{0,t}|^2 1}{(\omega_c/\gamma_{ac,eff})^2 n_{ac}^2 + 1} \right) \]

\[ = G^2 |a_{LO}|^2 \left( 4 \eta_c \frac{\Gamma_{meas,\ell}}{\gamma_{ac,eff}} \frac{1}{1 + (2\omega_b/\kappa)^2 n_{ac}} \right) \]

Here \( \Gamma_{meas,\ell} = 4 (g^{(0)})^2 |a_{0,t}|^2 \) is the measurement strength of the lower control beam, and \( \eta_c = \frac{\kappa_{ext}}{\kappa} \) is the contribution to the quantum efficiency due to imperfect external coupling to the cavity. This power spectral density represents a Lorentzian with width \( \gamma_{ac,eff} \) on top of an approximately frequency-independent background (more precisely, the background is a Lorentzian with width \( \kappa \gg \gamma_{ac,eff} \)). The height of the Lorentzian with respect to the background is

\[ a_{rel}^{(bb)} = 4 \eta_c \frac{\Gamma_{meas,\ell}}{\gamma_{ac,eff}} \frac{1}{1 + (2\omega_b/\kappa)^2 n_{ac}} \]

This expression is derived under the assumption of no additional loss or noise sources between the cavity output and the detector. Now, assume that there is a finite transmission from the cavity output to the photodetector \( \eta_{\ell} \). It will affect the signal part of the PSD, but not the background, which will stay 1 in photon units. This is especially apparent in the normal-ordering description of the photodetection, where the background comes from the optical local oscillator, which is unaffected by the additional loss. Thus, the relative height is multiplied by \( \eta_{\ell} \)

\[ a_{rel}^{(bb)} = 4 \eta_c \eta_{\ell} \frac{\Gamma_{meas,\ell}}{\gamma_{ac,eff}} \frac{1}{1 + (2\omega_b/\kappa)^2 n_{ac}} \]

Next, let us consider an additional source of noise on the way from the cavity to the photodetector (in our case this comes from erbium-doped fiber amplifier, which has a noise figure of \( \sim 4 \) dB). We denote its strength relative to the vacuum noise as \( n_{add} = \frac{1}{\eta_m} - 1 \), were \( \eta_m \leq 1 \) represents a drop in quantum efficiency due to this additional noise. With that, the noise background becomes \( 1 + n_{add} = \frac{1}{\eta_m} \), and the relative height is further reduced to

\[ a_{rel}^{(bb)} = 4 \eta_c \eta_{\ell} \eta_m \frac{\Gamma_{meas,\ell}}{\gamma_{ac,eff}} \frac{1}{1 + (2\omega_b/\kappa)^2 n_{ac}} \]

Finally, there may be additional mechanisms reducing the signal-to-noise ratio which can’t be readily attributed to loss or additional noise. We can denote the quantum efficiency reduction of these residual mechanisms as \( \eta_r \) and get the final expression

\[ a_{rel}^{(bb)} = 4 \eta_c \eta_{\ell} \eta_m \eta_r \frac{\Gamma_{meas,\ell}}{\gamma_{ac,eff}} \frac{1}{1 + (2\omega_b/\kappa)^2 n_{ac}} \]

\[ = 4 \eta_r \frac{\Gamma_{meas,\ell}}{\gamma_{ac,eff}} \frac{1}{1 + (2\omega_b/\kappa)^2 n_{ac}} \]

(107)

where \( \eta_r = \eta_c \eta_{\ell} \eta_m \eta_r \) is the combined quantum efficiency of the measurement process. For a sideband close to the optical resonance \( |\omega_b| \ll \kappa \) the expression above simplifies to

\[ a_{rel}^{(bb)} = 4 \eta_r \frac{\Gamma_{meas,\ell}}{\gamma_{ac,eff}} n_{ac} \]

(108)
To calibrate the measurement rate $\Gamma_{\text{meas},\ell}$ we use the OMIT/A data. The expression for the normalized amplitude of the OMIT/A feature is derived in the Supplemental Information of Ref. [22], which in the notation used in this paper can be written as

\[
\begin{align*}
\frac{\alpha_{\text{dr}}^{(\text{bb})}}{g_{0}(0)g_{0}(0)} & = \frac{\Gamma_{\text{meas},\ell}}{g(0)g(0)\gamma_{\text{ac,eff}}/2} = \frac{1}{\kappa\gamma_{\text{ac,eff}}/2 - 2i\omega_{b}/\kappa} \\
& = -\frac{g(0)\Gamma_{\text{meas},\ell}}{g(0)\gamma_{\text{ac,eff}}/2} \frac{1}{1 - 2i\omega_{b}/\kappa} \\
\end{align*}
\]

(109)

The minus sign denotes that for a blue sideband (i.e., red-detuned control beam) the OMIT/A feature is a dip, so the Lorentzian is subtracted from the background. Similar to the motional sideband PSD, the expression can be further simplified for an on-resonance sideband:

\[
\frac{\alpha_{\text{dr}}^{(\text{bb})}}{g_{0}(0)g_{0}(0)} = \frac{\Gamma_{\text{meas},\ell}}{g(0)\gamma_{\text{ac,eff}}/2} \\
\]

(110)

If the photothermal coupling $g_{pt}(0) = g_{0}(0) - g(0)$ is known, then the measurement of $\alpha_{\text{dr}}^{(\text{bb})}$ can be used to extract the ratio $\Gamma_{\text{meas},\ell} / \gamma_{\text{ac,eff}}$. Knowing this ratio and $\eta_{\ell}$, one can then use formula (108) to relate the measured relative height of the Brownian motion peak $\alpha_{\text{rel}}^{(\text{bb})}$ to the acoustic mode occupation $n_{\text{ac}}$, and consequently rescale the vertical axis in the motional PSD data in units of phonons. A similar calibration (using the same value of $\eta_{\ell}$, but a different individually determined measurement rate $\Gamma_{\text{meas},u}$) is performed for the red acoustic sideband. Finally, to normalize the cross-correlator data $S_{ii}^{(\text{rb})}$ we apply a scaling coefficient which is the geometric mean of the coefficients for the red and the blue sidebands.

The relevant contributions to the quantum efficiency in our setup are measured to be:

- Imperfect input cavity coupling $\eta_{c} = \kappa_{\text{ext}}/\kappa = 0.44 \pm 0.03$.
- Optical loss between the cavity output and the optical amplifier $\eta_{\ell} = 0.44$.
- Optical amplifier input noise $\eta_{b} = 0.35 \div 0.40$ (depending on the total power incident on the amplifier).
- Imperfection of the heterodyne detection. The idealized description of the heterodyne detection usually assumes that the power in the optical local oscillator (OLO) is much larger than in the rest of the optical field. If this assumption is relaxed, then the added noise background, which is proportional to the total laser power, becomes larger in comparison with the signal component, which comes only from the mixing with the OLO. As a result, the SNR degrades by an additional factor of $\eta_{r} = P_{\text{OLO}}/P_{\text{tot}}$, where $P_{\text{OLO}}$ is the power in the OLO and $P_{\text{tot}}$ is total power incident on the photodiode. In our measurements $\eta_{r}$ varies between 0.8 and 0.95, depending on the strength of the microwave drives used to create control beams.

Combining these contributions, the total quantum efficiency $\eta_{t}$ of the setup was between 0.05 and 0.08 depending on the measurement configuration. The relative error in its determination (which gives rise to the uncertainty in Figure 3 of the main text) is 7%, which almost entirely comes from the uncertainty in the relative input cavity coupling $\eta_{c}$.

5 Supplementary Note 5: Thermal model

5.1 Introduction

The temperature dependence of the speed of sound and acoustic damping in liquid helium are well-studied. As a result, it is straightforward to calculate the temperature dependence of the acoustic mode’s frequency $\omega_{\text{ac}}$, damping $\gamma_{\text{ac}}$, and mean phonon number $n_{\text{ac}}$ provided that the temperature is uniform throughout the cavity. However in the present device the temperature is not uniform. Here we calculate the expected temperature profile within the cavity using well-known
thermal properties of liquid helium (Section 5.2). We then use this result to calculate $\omega_{ac}$, $\gamma_{ac}$, and $n_{ac}$ (Section 5.3). The results of these two sections are then used to fit the data (Section 5.4).

5.2 Temperature distribution in the cavity

In a superfluid-filled optical cavity, the helium’s temperature is set by the balance between heating (caused by optical absorption in the cavity mirrors) and the transport of this heat through the helium to the mixing chamber (MC). In prior work, [22] this transport was limited by the thermal impedance of a narrow ”sheath” of helium that connected the cavity to the MC. The sheath’s large impedance ensured that the temperature drop between the cavity and the MC occurred primarily in the sheath, leaving the cavity itself at an approximately uniform temperature. As described in the main text, the present device uses a more open geometry without a sheath. This results in an improved thermal link to the MC and allows the cavity to reach lower temperatures; however, the absence of a bottleneck also means that the temperature within the cavity is less uniform than in the device described in Ref. [22].

We model the temperature distribution in the present device by assuming that the heating originates in sub-$\mu$m absorbers (located in the DBR coatings) that overlap with the cavity’s optical mode, and that the resulting heat propagates outward through the helium. We find that in the overwhelming majority of the cavity the temperature and heat flux density are low enough that thermal transport is via ballistic phonons. However within $\approx 1$ $\mu$m of each absorber the heat flux density is high enough to produce turbulence, with the result that thermal transport in this small region is described by the Gorter-Mellink model. Despite the smallness of the turbulent region, we find that it plays an important role in the device’s performance.

5.2.1 Optical absorption

A schematic illustration of the device is shown in Supplementary Figure [7]. The cavity is formed between the end faces of two optical fibers, each having a radius $r_{out} = 100$ $\mu$m. The separation between the fibers (and hence the cavity length) is $d = 69.1$ $\mu$m. Laser light may be absorbed where the cavity’s optical mode overlaps with the mirrors. This corresponds to a disk-shaped region on the fiber surfaces with radius $r_{opt} \approx 7$ $\mu$m. The total heat flux from this absorption is:

$$\dot{Q} = \hbar \omega_l n_{circ} \kappa_{int} \alpha$$

(111)

Here $\hbar$ is the reduced Planck’s constant, $\omega_l / 2\pi = 196.0$ THz is the frequency of the optical mode, $n_{circ}$ is the circulating photon number, $\kappa_{int} / 2\pi = 10$ MHz is the internal cavity loss rate, and $\alpha$ is the fraction of the internal loss that leads to heating of the mirrors (as distinguished from internal loss due to photons that are elastically scattered out of the cavity mode and absorbed in some distant part of the apparatus).

Some a priori information about $\alpha$ is provided by room-temperature calorimetry measurements, which give the mirror’s absorption coefficient $a = 3$ ppm ($15 \pm 5$ ppm) for $\lambda = 1,064$ nm ($532$ nm)[46]. To estimate $\alpha$ from this information, we note that the probability for an intracavity photon to be absorbed by a mirror is given by $P_{mir} = a F / 2\pi \kappa_{int}$, where the cavity finesse is $F \approx 95,000$ and the cavity linewidth $\kappa / 2\pi = 21$ MHz. Assuming $a = 3$ ppm for $\lambda = 1,529.7$ nm (the wavelength used in the present experiment) gives $P_{mir} = 0.1$. Since the cavity is defined by two mirrors, these assumptions would give $\alpha = 2P_{mir} = 0.2$. This estimate for $\alpha$ is necessarily rough, since the absorption coefficient was measured at room temperature and for a somewhat different wavelength. In Section 5.4, $\alpha$ will be used as a fit parameter.

We assume that photons are absorbed in small (sub-$\mu$m) absorbers distributed throughout the DBR layers (as illustrated by the small red circles in Supplementary Figure [7]). Each absorber will produce an average heat flux

$$\dot{Q}_1 = \dot{Q} / N$$

(112)

where $N$ is the number of absorbers within the optical mode. The heat from each absorber is assumed to spread isotropically into the helium, since the optical fibers’ thermal conductivity is extremely low at the relevant temperatures.
Supplementary Figure 7: Schematic illustration of the thermal model. The calculation assumes that heat is deposited in the device when photons from the cavity’s optical mode (red hatched region) are absorbed in microscopic (sub-μm) regions on the cavity mirrors (small red discs). The resulting heat transport through the liquid He involves two distinct regimes: the Gorter-Mellink (GM) regime near the absorbers (pink semicircles), and the ballistic regime (purple region). The liquid He in the blue region is assumed to be in thermal equilibrium with the mixing chamber.

5.2.2 Relevant regimes of thermal transport in liquid helium

The character of thermal transport in helium II depends strongly on the size of the helium channel, its temperature, and the heat flux density \[ \dot{q} \] \[47, 48\]. As described below, we find that thermal transport is in the ballistic regime throughout nearly all of the cavity. The only exception is a small region around each absorber, where thermal transport is in the Gorter-Mellink regime.

To calculate the temperature profile, we assume that helium in the region outside of the cavity (the blue region in Supplementary Figure 7) is at the temperature of the mixing chamber \( T_{MC} \). For all \( T_{MC} \) used in this work the phonon mean free path \( \lambda_{mfp} \) \[49\] is much larger than any of the device’s dimensions. Thus, at the boundary of the blue region in Supplementary Figure 7 and for some distance inwards (i.e., towards the absorbers) thermal transport is in the ballistic regime.

However the ballistic regime does not extend all the way to the absorbers. This is because the heat flux density \( \dot{q} = \dot{Q}/2\pi r^2 \) increases as the distance \( r \) from the absorber decreases. At some distance \( r_{crit} \) from the absorber, \( \dot{q} \) exceeds the critical value \( \dot{q}_{crit} \) for generating turbulence. Within the turbulent region (i.e., for \( r < r_{crit} \)), thermal transport is in the Gorter-Mellink (GM) regime.

We calculate the temperature profile \( T(r) \) throughout the cavity by concatenating these two regimes. Specifically, we start with the boundary condition \( T(r_{out}) = T_{MC} \), and integrate the expressions describing ballistic transport towards decreasing \( r \), stopping when \( \dot{q} = \dot{q}_{crit} \) (or equivalently, when \( r = r_{crit} \)). We then use the calculated \( T(r_{crit}) \) as a new boundary condition for integrating the GM expressions for \( r < r_{crit} \). The following three subsections (5.2.3 - 5.2.5) provide a detailed description of these steps.
5.2.3 The critical heat flux density

In the GM regime heat is carried by the turbulent normal fluid. The onset of turbulence in helium II is typically estimated in two different ways: (1) by considering the fluid velocity required to produce vortices in the superfluid, or (2) by considering the Reynolds number of the normal fluid. Below, we estimate \( \dot{q}_{\text{crit}} \) using both (1) and (2) (the corresponding estimates are labeled \( \dot{q}_{\text{crit,1}} \) and \( \dot{q}_{\text{crit,2}} \)).

We assume throughout that the net mass flow is zero:

\[ \rho_s v_s + \rho_n v_n = 0 \]  \hspace{1cm} (113)

where \( \rho_{s,n} \) and \( v_{s,n} \) are the density and velocity of the superfluid and normal fluid. We also note that regardless of the mechanism by which turbulence sets in, the heat flux density \( \dot{q} \) is given by

\[ \dot{q} = s \rho T v_n \]  \hspace{1cm} (114)

where \( s \) is the entropy and \( \rho = 145 \, \text{kg/m}^3 \) is the mass density of liquid He. The entropy can be evaluated using

\[ s(T) = \int_{T_0}^{T} \frac{C(T')}{T'} dT' \]  \hspace{1cm} (115)

and the following empirical expressions for the specific heat \( C(T) \) \[50]\:

\[
\begin{align*}
C(T) &= \zeta_1 T^3 \quad \text{for} \quad T < 0.6 \, \text{K} \\
C(T) &= \zeta_2 T^{6.7} \quad \text{for} \quad 0.6 < T < 1.1 \, \text{K} \\
C(T) &= \zeta_3 T^{5.6} \quad \text{for} \quad 1.1 < T < 2.17 \, \text{K}
\end{align*}
\]  \hspace{1cm} (116)

where \( \zeta_1 = 20.4 \, \text{J/(kg \cdot K)} \), \( \zeta_2 = 108 \, \text{J/(kg \cdot K^{7.7})} \), and \( \zeta_3 = 117 \, \text{J/(kg \cdot K^{6.6})} \).

1. If the onset of turbulence is attributed to the production of vortices, we use the result that vortex lines are produced for superfluid velocity exceeding \[50]\:

\[ v_{s,\text{crit}} \simeq \beta \frac{d^{1/4}}{d^{1/4}} \]  \hspace{1cm} (117)

where \( d \) is the channel diameter and the constant \( \beta = 0.03 \, \text{m}^{5/4}/\text{s} \). We assume \( d = 69.1 \, \mu \text{m} \) (i.e., the spacing between the fibers). Equation (117) can be combined with Eq. (113) to give

\[ v_{n,\text{crit}} \simeq \frac{\rho_s \beta}{\rho_n d^{1/4}} \]  \hspace{1cm} (118)

This may be rewritten (using Eq. (114)) as a critical heat flux density:

\[ \dot{q}_{\text{crit,1}} = s \rho T \frac{\rho_s \beta}{\rho_n d^{1/4}} \]  \hspace{1cm} (119)

In practice, we evaluate Eq. (119) using the following expressions for \( \rho_s \) & \( \rho_n \) (along with Eq. (115)):

\[ \rho_n(T) = \frac{s(T)}{s(T_\lambda)} \rho \]  \hspace{1cm} (120)

\[ \rho_s(T) = \rho - \rho_n(T) \]  \hspace{1cm} (121)

2. If the onset of turbulence is attributed to the dynamics of the viscous normal fluid, this will occur when its Reynolds number

\[ \text{Re} = \frac{\rho n d}{\mu} \simeq 1200 \]  \hspace{1cm} (122)
where $\mu$ is the viscosity of the normal fluid. Combining Eq. 114 & 122 gives

$$\dot{q}_{\text{crit},2} = \frac{1200sT\mu}{d}$$ (123)

In practice, we evaluate Eq. 123 using the empirical expression for the viscosity (valid for $T < 1.8$ K)[50]

$$\mu \approx \nu_5 T^{-5} + \nu_0$$ (124)

where $\nu_5 = 1.4 \times 10^{-6}$ Pa $\cdot$ s/K and $\nu_0 = 1.4 \times 10^{-6}$ Pa $\cdot$ s.

From equation 112, we find:

$$r_{\text{crit},(1,2)} = \sqrt{\frac{\dot{Q}_1}{2\pi \dot{q}_{\text{crit},(1,2)}}} = \eta(1,2) \sqrt{n_{\text{eff}}}$$ (125)

Here we have defined $n_{\text{eff}} = n_{\text{circ}} \alpha/N$ (the number of photons absorbed by an individual absorber per cavity lifetime) and $\eta(1,2)$ is the value of $r_{\text{crit},(1,2)}$ for $n_{\text{eff}} = 1$.

Supplementary Figure 8 shows $\eta(1,2)(T)$. From this figure it is apparent that both models (1) and (2) predict a modest temperature dependence for $\eta$, and that the two models differ by less than a factor of 4 for the relevant temperature range. Given these qualitative features and the absence of a strong physical justification for choosing one model over the other, we will assume in the following analysis that $\eta$ is a constant. As described in Section 5.4, $\eta$ will serve as a fit parameter. For the rough estimates presented in section 5.2.6 (i.e., prior to the fitting), we will simply assume $\eta = 1.0 \times 10^{-8}$ m for concreteness.

Supplementary Figure 8: The value of $\eta$ as a function of temperature. Blue line: $\eta_1$ (set by superfluid turbulence). Magenta line: $\eta_2$ (set by normal fluid turbulence).

For the approach described in this section to be valid, one necessary condition is that the spacing between the absorbers must be larger than $r_{\text{crit}}$:

$$N < \frac{r_{\text{opt}}^2}{r_{\text{crit}}^2}$$ (126)

In the present device, this is equivalent to the condition

$$n_{\text{circ}} \alpha < 3 \times 10^5$$ (127)

which is satisfied for all the measurements described here.
5.2.4 Heat propagation in the ballistic regime

As described above, heat propagation is in the ballistic regime for \( r > r_{\text{crit}} \). In this regime, the thermal conductivity of liquid helium in a channel is described by the following equation [48]:

\[
k = \frac{1}{3} C v d \frac{2 - f}{f}
\]  

(128)

Here \( C \) is the specific heat per unit volume, \( v \) is the sound velocity, \( d \) is the channel diameter (which we take to be 70 \( \mu \)m as above), and \( f \) is the probability for a phonon to be diffusively (as opposed to specularly) reflected from the fiber faces.

To estimate \( f \), we note that the probability of diffusive scattering from a rough interface is given by [51]:

\[
R_d = 1 - R_0 e^{-\frac{4\pi \sigma^2}{\lambda^2}}
\]  

(129)

The constant \( R_0 \) is the interface’s reflectivity in the absence of roughness. We estimate \( R_0 \approx 0.99 \) based upon the acoustic impedances of helium and the DBR materials [22]. The rms surface roughness \( \sigma \) of similarly prepared fibers was measured to be 0.24 nm [32]. For a thermal distribution of phonons at \( T = T_{MC} \), the most likely wavelength \( \lambda_{\text{th}} \) in these experiments ranges from 20 nm (for \( T_{MC} = 500 \) mK) to 500 nm (for \( T_{MC} = 20 \) mK). As a result, \( \lambda_{\text{th}} \gg \sigma \) for all of the measurements described here, so \( R_d \approx 1 - R_0 \approx 0.01 \). Therefore we set \( f = 0.01 \).

We can then rewrite expression [128] as:

\[
k(T) = \xi T^3
\]  

(130)

where the constant \( \xi = 3200 \text{ W} \cdot \text{m}^{-1} \cdot \text{K}^{-4} \). The expression relating heat flow to temperature gradient is [52]:

\[
\frac{1}{2} \frac{dQ}{A} = -k(T) \frac{dT}{dr}
\]  

(131)

Here \( A = 2\pi r^2 \) is the area over which the heat is distributed. The factor of \( 1/2 \) accounts for the presence of two mirrors. Eq. [131] can be rewritten as

\[
\frac{1}{4\pi} \frac{dQ}{dr} = -\xi T^3 dT
\]  

(132)

Assuming that \( T(r_{\text{out}}) = T_{MC} \), the temperature at \( r \) can be found by integrating Eq. [132]:

\[
\frac{1}{4\pi} \frac{dQ}{dr} \int_{r_{\text{out}}}^{r} \frac{1}{r^2} dr = -\xi \int_{T_{MC}}^{T} T^3 dT'
\]  

(133)

\[
\frac{1}{4\pi} \left( \frac{1}{r_{\text{out}}} - \frac{1}{r} \right) = -\frac{\xi}{4} (T^4 - T_{MC}^4)
\]  

(134)

\[
T(r) = \left( T_{MC}^4 + \frac{\dot{Q}}{\pi \xi} \left( \frac{1}{r} - \frac{1}{r_{\text{out}}} \right) \right)^{1/4}
\]  

(135)

Supplementary Figure 9 shows the temperature profile between \( r_{\text{crit}} \) and \( r_{\text{out}} \) for three different circulating photon numbers and for \( T_{MC} = 50 \) mK. The red curve shows the most extreme case used in this work (\( T_{MC} = 50 \) mK and \( n_{\text{circ}} = 100,000 \)). Higher \( T_{MC} \) or lower \( n_{\text{circ}} \) leads to more uniform temperature throughout the cavity, as evidenced by Supplementary Figure 10. The color scale in Supplementary Figure 10 shows the ratio \( T(r_{\text{crit}})/T_{MC} \) for different values of \( T_{MC} \) and the circulating photon number. The white dots in the figure show the conditions under which the data in in the main paper were taken.
Supplementary Figure 9: The temperature profile in the ballistic region (i.e., for $r_{\text{crit}} < r < r_{\text{out}}$). Blue: $n_{\text{circ}} = 1,000$. Green: $n_{\text{circ}} = 10,000$. Red: $n_{\text{circ}} = 100,000$. In all three cases $T_{MC} = 50 \text{ mK}$, $\alpha = 0.2$ and each fiber mirror absorbs the same amount of light.

Supplementary Figure 10: Color scale: the ratio $T_{r_{\text{crit}}}/T_{MC}$ for different values of mixing chamber temperature and circulating photon number, assuming $\alpha = 0.2$. White points: the conditions under which the data shown in the main text were taken.

5.2.5 Heat propagation in the Gorter-Mellink regime

For heat flux above the critical value (i.e., for $r < r_{\text{crit}}$), the thermal conductance is described by the Gorter-Mellink model. This regime is characterized by the following equation [53]:

$$\left( \frac{\dot{Q}}{A} \right)^3 = -g(T) \frac{dT}{dr}$$  \hspace{1cm} (136)

Note that the heat flux from a single absorber $\dot{Q}$ is used. The function $g(T)$ is given by:

$$g(T) = \frac{s^4 \rho_e^3 T^3}{A_{GM} \rho_n}$$  \hspace{1cm} (137)
Experiments have given a range of values for $A_{GM}$ [53]; however there is general agreement that $A_{GM} \propto T^3$. Using the approximate average of the data in [53] we take $A_{GM} = \alpha_{GM} T^3$ with $\alpha_{GM} \approx 200$ m·s/(kg·K$^3$).

To find the temperature profile inside the critical radius, we integrate the temperature from the critical radius inward:

$$\left(\frac{\dot{Q}_1}{2\pi}\right)^3 \int_{r_{crit}}^{r} \frac{1}{r'^6} dr' = -\int_{T_{crit}}^{T} g(T')dT'$$

$$\left(\frac{\dot{Q}_1}{2\pi}\right)^3 \frac{1}{5} \left( \frac{1}{r^5} - \frac{1}{r_{crit}^5} \right) = f(T) - f(T_{crit})$$

The function $f(T)$ is defined as the indefinite integral of $g(T)$. It can be written analytically, but the expression is cumbersome so instead we make use of the fact that it can be approximated (to within a factor of 4) by:

$$f_{app}(T) = \beta T^{18}$$

Where $\beta = 0.5 \times 10^8$ W$^3$/m$^5$·K$^{18}$ for $0.7$ K $< T < 2$ K (Supplementary Figure 11).

Supplementary Figure 11: The ratio $f_{app}(T)/f(T)$

Combining the preceding two equations gives:

$$T^{18} = T_{crit}^{18} + \left(\frac{\dot{Q}_1}{2\pi}\right)^3 \frac{1}{5\beta} \left( \frac{1}{r^5} - \frac{1}{r_{crit}^5} \right)$$

Equation [141] can be further simplified by noting that $T_{crit}$ is close to $T_{MC}$ (as shown above), which is always smaller than 300 mK. For $T_{crit} = 300$ mK and photon number $n = 100$ photons (the lowest measurable), the second term on the right-hand-side of equation [141] dominates in the region $0 < r < 99 r_{crit}$, so to a good approximation the temperature inside the critical radius depends only on $n_{circ}$ and not on $T_{MC}$:

$$T(r) = \left(\frac{\dot{Q}_1}{2\pi}\right)^3 \frac{1}{5\beta} \left( \frac{1}{r^5} - \frac{1}{r_{crit}^5} \right)^{1/18}$$
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5.2.6 Temperature profile summary

To summarize, the temperature profile within the cavity is calculated via the following steps:

- Outside of the cylinder defined by the fibers, the temperature is at the mixing chamber temperature $T(r \geq r_{\text{out}}) = T_{\text{MC}}$.
- The total heat radiating into the helium is $\dot{Q} = \hbar \omega l n_{\text{circ}} \kappa_{\text{int}} \alpha$.
- The heat radiates isotropically into the helium from point-like absorbers. The amount of heat radiated from each absorber is $\dot{Q}_1 = \dot{Q}/N$.
- The heat flux density drops off with distance from the absorber as $\dot{q} = \dot{Q}_1/2\pi r^2$. For $r < r_{\text{crit}}$ thermal transport is in the Gorter-Mellink regime. For $r > r_{\text{crit}}$ the propagation is in the ballistic regime.
- For $r > r_{\text{crit}}$ the temperature is very close to the mixing chamber temperature.
- For $r < r_{\text{crit}}$ the temperature is roughly independent of mixing chamber temperature.

Using equations 135 and 142, the temperature profile $T(r)$ can be calculated. Supplementary Figure 12 shows $T(r)$ for $n_{\text{circ}} = 10^5$, $T_{\text{MC}} = 50$ mK, $\alpha = 0.2$, $f = 0.01$, and $N = 2$.

![Supplementary Figure 12: The temperature profile inside the critical radius (red), and outside the critical radius (blue) for $n_{\text{circ}} = 10^5$, $T_{\text{MC}} = 50$ mK, $\alpha = 0.2$, $f = 0.01$, and $N = 2$.](image)

5.3 Properties of the acoustic mode

The speed of sound $c$, density $\rho$, and acoustic damping rate $\gamma$ in liquid helium are all functions of temperature. As a result, the spatial variation of the temperature (calculated in section 5.2) leads to spatial variation of $c$, $\rho$, and $\gamma$. In this section we calculate how this influences the frequency $\omega_{\text{ac}}$, linewidth $\gamma_{\text{ac}}$, and phonon number $n_{\text{ac}}$ of the paraxial acoustic mode that is the focus of the main text. In this section we start with the wave equation describing the propagation of sound in an inhomogeneous fluid (subsection 5.3.1), find approximate solutions relevant to the experiments described in the main text (subsection 5.3.2), and finally use these solutions to provide expressions for $\omega_{\text{ac}}$, $\gamma_{\text{ac}}$, and $n_{\text{ac}}$ in terms of the experimentally controlled parameters $n_{\text{circ}}$ and $T_{\text{MC}}$ (subsections 5.3.3 - 5.3.5).

5.3.1 Wave equation for a non-uniform medium

As described in ref. [54], linearizing the hydrodynamic equations gives the following expression for a small-amplitude pressure fluctuation $p(x, t)$ propagating through a fluid with spatially varying (but static) density $\rho(x)$ and local speed of
sound \( c(x) \):

\[
\rho(x) \nabla \cdot \left( \frac{1}{\rho(x)} \nabla p(x, t) \right) - \frac{1}{c(x)^2} \frac{\partial^2 p(x, t)}{\partial t^2} + \frac{2 \delta_{cl}(x)}{c(x)^4} \frac{\partial^2 p(x, t)}{\partial t^3} = 0
\]  

(143)

where \( \delta_{cl}(x) \) is proportional to the fluid’s viscosity \( \mu(x) \) [54]. Assuming a solution of the form \( p(x, t) = \pi(x)e^{-i\tilde{\omega}t} \) gives the following equation for the eigenmode \( \pi(x) \) and the (complex) eigenvalue \( \tilde{\omega} \):

\[
\rho(x) \nabla \cdot \left( \frac{1}{\rho(x)} \nabla \pi(x) \right) + \frac{1}{c(x)^2} \omega^2 \pi(x) + i \frac{\gamma(x)}{c(x)^2} \tilde{\omega} \pi(x) = 0
\]  

(144)

where \( \mu(x) \) has been rewritten in terms of the local acoustic damping rate \( \gamma(x) \).

In the following subsections, we assume that the eigenmode is normalized:

\[
\int \pi^2(x) d^3x = 1
\]  

(145)

We also make use of the fact that for our system the mode is confined by the optical fibers. This imposes the boundary condition \( \frac{\partial \pi(x)}{\partial z} = 0 \) at the fiber surface, where \( z \) is the direction along the cavity axis (and normal to the fiber surfaces).

### 5.3.2 Perturbative solutions of the wave equation

Exact solutions to equation (144) are not available unless \( c(x), \rho(x), \) and \( \gamma(x) \) have very simple forms. To find approximate solutions for arbitrary \( c(x), \rho(x), \) and \( \gamma(x) \), we write:

\[
c(x) = c_0 + c_1(x) \tag{146}
\]

\[
\rho(x) = \rho_0 + \rho_1(x) \tag{147}
\]

\[
\gamma(x) = \gamma_1(x) \tag{148}
\]

\[
\pi(x) = \pi_0(x) + \pi_1(x) \tag{149}
\]

\[
\tilde{\omega} = \omega_0 + \tilde{\omega}_1 \tag{150}
\]

The spatial variations \( c_1(x), \rho_1(x), \) and \( \gamma_1(x) \) are assumed to be small perturbations. Specifically, we assume \( c_1(x) \ll c_0, \rho_1(x) \ll \rho_0, \) and \( \gamma_1(x) \ll \omega_0, \) and we assume that these perturbations lead to a small change to the eigenmode \( (\pi_1(x)) \) and eigenvalue \( (\tilde{\omega}_1) \). The unperturbed eigenmode \( \pi_0(x) \) and the unperturbed eigenvalue \( \omega_0 \) are assumed to solve the wave equation for the uniform lossless fluid (i.e., equation (144) with \( c_1(x) = \rho_1(x) = \gamma_1(x) = 0 \)).

By combining equation (144) with equations (146–150) and keeping only terms that are first-order in the perturbations, it is straightforward to find the shifts in the mode’s frequency of oscillation and damping rate that are due to \( c_1(x), \rho_1(x), \) and \( \gamma_1(x) \). These expressions are discussed in the following two subsections.

### 5.3.3 Mode frequency

The perturbation theory described in subsection 5.3.2 gives the first-order change in \( \omega_{ac} \) as:

\[
\delta \omega_{ac} = \text{Re}[\tilde{\omega}_1] = \frac{\omega_0}{c_0} \int c_1(x) \pi_0^2(x) d^3x + \frac{\omega_0^2}{2 \rho_0 c_0} \int \pi_0(x)(\nabla \rho_1(x)) \cdot (\nabla \pi_0(x)) d^3x
\]  

(151)

The spatial variation in the speed of sound and density arise from the spatial variation of the temperature: i.e., \( c(x) = c(T(x)) \) and \( \rho(x) = \rho(T(x)) \). As a result, we can use two of the main results from section 5.2 (which are summarized in subsection 5.2.6) to write equation (151) in a more intuitive form.
First, we assume that in the ballistic region (i.e., whenever the distance from an absorber is greater than \( r_{\text{crit}} \)) the temperature is simply equal to \( T_{\text{MC}} \) (and hence independent of \( x \) and \( n_{\text{circ}} \)). Second, we assume that inside any GM region the temperature is given by equation [142] (and so depends upon \( x \) and \( n_{\text{circ}} \) but not \( T_{\text{MC}} \)). The justification for these assumptions is given in section 5.2.

With these assumptions, the mode’s frequency of oscillation is conveniently written as

\[
\omega_{\text{ac}}(n_{\text{circ}}, T_{\text{MC}}) = \omega_{\text{ac},0} + \delta \omega_{\text{ac}} = \omega_{\text{ac},0} + \delta \omega_{\text{ac,ball}}(T_{\text{MC}}) + \delta \omega_{\text{ac,GM}}(n_{\text{circ}})
\]  

(152)

In the final expression the first term \( (\omega_{\text{ac},0}) \) is the mode frequency for a uniform lossless fluid with the constants \( c \) and \( \rho \) set to their \( T = 0 \) values. It is used as a fit parameter.

The second term \( (\delta \omega_{\text{ac,ball}}) \) is given by equation [151] but with the integration carried out only over the ballistic region. In this region \( c(x) = c(T_{\text{MC}}) \) and \( \rho(x) = \rho(T_{\text{MC}}) \) are both constants. Combined with the fact that the ballistic region’s volume is much greater than the GM regions’ means that \( \delta \omega_{\text{ac,ball}} / \omega_{\text{ac},0} = c(T_{\text{MC}}) / c(T = 0) \). For the range of \( T_{\text{MC}} \) used here \( (T_{\text{MC}} < 300 \text{ mK}) \) theory predicts \( c(T) - c(T = 0) \propto T^4 \), or equivalently:

\[
\delta \omega_{\text{ac,ball}} = b_{\omega} T_{\text{MC}}^4
\]  

(153)

The constant \( b_{\omega} \) is used as a fit parameter.

The third term \( (\delta \omega_{\text{ac,GM}}) \) is given by equation [151] but with the integration carried out only over the GM regions:

\[
\begin{align*}
\delta \omega_{\text{ac,GM}} &= N \frac{\omega_0}{c_0} \int_{V_{\text{GM}}} c_1(T(r(x))) \pi_0^2(x) d^3 x \\
&+ N \frac{c_0^2}{2 \rho_0 \omega_0} \int_{V_{\text{GM}}} \pi_0(x) (\nabla \rho_1(T(r(x)))) \cdot (\nabla \pi_0(x)) d^3 x
\end{align*}
\]  

(154)

(155)

where \( r \) is the distance from the absorber, and the factor of \( N \) accounts for the total number of absorbers. In practice, we evaluate equation [154] by: (1) combining equation [142] (which gives \( T(r) \)) with interpolations of the data for \( c(T) \) and \( \rho(T) \) given in [55] and [56]; (2) using the approximate one-dimensional form for the unperturbed eigenmode \( \pi_0(x) = \sqrt{\frac{2}{n}} \cos(\omega_0 / c_0) \); and (3) performing the integration numerically over a hemisphere of radius \( r_{\text{crit}} \).

This approach introduces the following fit parameters: \( \omega_{\text{ac},0} \) (the mode’s “bare” frequency) and \( b_{\omega} \) (which appears in \( \delta \omega_{\text{ac,ball}} \)). The parameters \( N \), \( \alpha \), and \( \eta \) (introduced in section 5.2) appear in \( \delta \omega_{\text{ac,GM}} \).

### 5.3.4 Mode linewidth

The perturbation theory described in subsection 5.3.2 gives the first-order change in \( \gamma_{\text{ac}} \) as:

\[
\delta \gamma_{\text{ac}} = \text{Im}[\tilde{\omega}_1] = \int \gamma_1(x) \pi_0^2(x) d^3 x
\]  

(156)

As in the previous subsection, we write the mode’s damping rate as the sum of three contributions:

\[
\gamma_{\text{ac}}(n_{\text{circ}}, T_{\text{MC}}) = \gamma_{\text{ac},0} + \delta \gamma_{\text{ac}} = \gamma_{\text{ac},0} + \delta \gamma_{\text{ac,ball}}(T_{\text{MC}}) + \delta \gamma_{\text{ac,GM}}(n_{\text{circ}})
\]  

(157)

The first term, \( \gamma_{\text{ac},0} \), is the mode’s \( T = 0 \) damping rate, which is due to acoustic radiation from the liquid helium into the optical fibers (as discussed in Ref. [22]).

The second term, \( \delta \gamma_{\text{ac,ball}} \), is given by equation [156] but with the integration carried out only over the ballistic region. For liquid helium at a uniform temperature the acoustic damping rate is \( \propto T^4 \), so we have

\[
\delta \gamma_{\text{ac,ball}} = b_{\gamma} T_{\text{MC}}^4
\]  

(158)

The constant \( b_{\gamma} \) is used as a fit parameter.
The third term, $\delta\gamma_{ac,GM}$, is given by equation \[156\] but with the integration carried out only over the GM region. The procedure for evaluating this term is the same as for evaluating $\delta\omega_{ac,GM}$: the temperature profile $T(r)$ is given by equation \[142\] while $\gamma(T)$ is given by the theoretical expressions in Ref. \[55\] for $T < 1.7$ K (where theory and experiment show close agreement) and by interpolating the measurements in Ref. \[57\] for $T > 1.7$ K.

This approach introduces two fit parameters: $\gamma_{ac,0}$ (the mode’s “bare” damping) and $b_\gamma$ (which appears in $\delta\gamma_{ac,ball}$). The parameters $N$, $\alpha$, and $\eta$ (which were introduced in section \[5.2\]) appear in $\delta\gamma_{ac,GM}$.

### 5.3.5 The mode phonon number

In the main paper the acoustic mode’s mean phonon number $n_{ac}$ is determined from the optical heterodyne signal as $n_{ac} = (\hbar_1 + \hbar_{tb} - 1)/2$. In order to facilitate comparison with the thermal model described in this section, we removed the optical damping (“laser cooling”) and RPSN contributions from $n_{ac}$ by plotting $n_{th} = n_{ac}(\gamma_{ac,eff}/\gamma_{ac}) - n_0/\gamma_{ac}/\gamma_{ac}$ on the vertical axes of Fig. 3, A and B. The quantity $n_{th}$ represents the mean number of phonons in the acoustic mode’s mechanical bath, as inferred from the optical heterodyne signal.

In this subsection, we extract an estimate of $n_{th}(T_{MC}, n_{circ})$ from the thermal model described above. In Fig. 3, B and C of the main paper, this estimate is converted to an effective temperature of the acoustic mode $T_{eff} = \frac{\hbar_{ac}}{k_B \ln(1+n_{th})}$ and used as the horizontal axis.

To begin, we note that if the temperature throughout the helium in the cavity were uniform, the acoustic mode’s mean phonon number would be

$$n_{th} = \frac{n_{fib}\gamma_{ac,0} + n_0\gamma_0}{\gamma_{ac,0} + \gamma_0}$$  \[159\]

where $n_0 = 1/(e^{\hbar\omega_{ac}/(k_BT_0)} - 1)$, $n_{fib} = 1/(e^{\hbar\omega_{ac}/(k_BT_{fib})} - 1)$, $T_0$ is the uniform temperature of the helium in this hypothetical case, $T_{fib}$ is the temperature of the optical fiber, and $\gamma_0 = \gamma(T_0)$. Since the helium’s temperature and damping rate are both non-uniform, we rewrite equation \[159\] as

$$n_{th} = \frac{n_{fib}\gamma_{ac,0} + \int n_x(T(x))\gamma(T(x))\pi_0^2(x)d^3x}{\gamma_{ac,0} + \int \gamma(T(x))\pi_0^2(x)d^3x}$$  \[160\]

where

$$n_x(T(x)) = 1/(e^{\hbar\omega_{ac}/(k_BT(x))} - 1)$$  \[161\]

As in subsections \[5.3.3\] and \[5.3.4\], we separate the integrals in equation \[160\] into one integral over the ballistic region and another over the GM region. This gives

$$n_{th} = \frac{n_{fib}(T_{MC}, n_{circ})\gamma_{ac,0} + n_{ball}(T_{MC})\delta\gamma_{ac,ball}(T_{MC}) + f_{GM}(n_{circ})}{\gamma_{ac,0} + \delta\gamma_{ac,ball}(T_{MC}) + \delta\gamma_{ac,GM}(n_{circ})}$$  \[162\]

where the dependences upon $T_{MC}$ and $n_{circ}$ are noted explicitly, and $n_{ball} = 1/(e^{\hbar\omega_{ac}/(k_BT_{MC})} - 1)$. The function

$$f_{GM} = N \int_{V_{GM}} n_x(T(r(x)))\gamma(T(r(x)))\pi_0^2(x)d^3x$$  \[163\]

We estimate $T_{fib}$ by assuming that the fiber’s thermal conductivity $\propto T^k$, which gives

$$T_{fib} = (T_{mc}^{k+1} + \sigma^{k+1} n_{circ})^{1/(k+1)}$$  \[164\]

The constant $\sigma$ parameterizes how much each circulating photon contributes to heating of the fiber. Measurements of the thermal conductivity of amorphous silica at low temperatures \[52\] give $k = 1.91$. Both $\sigma$ and $k$ are used as fitting parameters.
5.4 Fitting data

In the work described here, three properties of the acoustic mode were measured (i.e. by fitting heterodyne noise spectra and OMIT/A spectra): $\omega_{ac}$, $\gamma_{ac}$, and $n_{th}$. They were measured as a function of two externally controlled parameters: $n_{circ}$ and $T_{MC}$. Expressions for $\omega_{ac}(n_{circ}, T_{MC})$, $\gamma_{ac}(n_{circ}, T_{MC})$, and $n_{th}(n_{circ}, T_{MC})$ were derived in Sections 5.2 and 5.3 and in Eq. (1) of the main text. The complete set of measurements of $\omega_{ac}(n_{circ}, T_{MC})$, $\gamma_{ac}(n_{circ}, T_{MC})$, and $n_{th}(n_{circ}, T_{MC})$ was fit to these expressions in two steps.

For the first step, we considered measurements of $\omega_{ac}(n_{circ}, T_{MC})$ and $\gamma_{ac}(n_{circ}, T_{MC})$ for which $n_{circ} < 500$. As shown in Supplementary Figure 13, these measurements are approximately independent of $n_{circ}$. From this observation we conclude that for $n_{circ} < 500$ no appreciable heating occurs from optical absorption, so we fit this data to the expressions derived above with $n_{circ}$ set to zero:

$$\omega_{ac}(0, T_{MC}) = \omega_{ac,0} + b_{\omega} T_{MC}^{4}$$

$$\gamma_{ac}(0, T_{MC}) = \gamma_{ac,0} + b_{\gamma} T_{MC}^{4}$$

The advantage of this approach is that it employs only four fitting parameters: $\omega_{ac,0}$, $\gamma_{ac,0}$, $b_{\omega}$, and $b_{\gamma}$. The resulting fits are shown in Supplementary Figure 13. The best-fit values of $\omega_{ac,0}$, $\gamma_{ac,0}$, $b_{\omega}$, and $b_{\gamma}$ are listed in Table I along with their a priori expected values.

Supplementary Figure 13: Temperature dependence of the acoustic frequency and linewidth. (a) Frequency and (b) linewidth vs. $T_{MC}$ for $n_{circ} < 500$ mK. The dots represent data, with the color corresponding to the circulating photon number $n_{circ}$. The solid lines show the fit. The best-fit values of the four fit parameters ($\omega_{ac,0}$, $\gamma_{ac,0}$, $b_{\omega}$, $b_{\gamma}$) are listed in Table I along with their a priori expected values.

For the second step, the complete set of measurements of $\omega_{ac}(n_{circ}, T_{MC})$, $\gamma_{ac}(n_{circ}, T_{MC})$, and $n_{th}(n_{circ}, T_{MC})$ was fit to the expressions derived in Sections 5.2 and 5.3:

$$\omega_{ac}(n_{circ}, T_{MC}) = \omega_{ac,0} + \delta_{\omega_{ac,GM}}(n_{circ}) + b_{\omega} T_{MC}^{4}$$

(167)
<table>
<thead>
<tr>
<th>Parameter [units]</th>
<th>Best fit value</th>
<th>Expected value</th>
</tr>
</thead>
<tbody>
<tr>
<td>$\omega_{ac,0}/2\pi$ [MHz]</td>
<td>$319.24 \pm 5 \times 10^{-6}$</td>
<td>319.24</td>
</tr>
<tr>
<td>$\gamma_{ac,0}/2\pi$ [Hz]</td>
<td>$3026 \pm 6$</td>
<td>$4000 \pm 2400$</td>
</tr>
<tr>
<td>$b_\omega/2\pi$ [Hz/K$^3$]</td>
<td>$(0.93 \pm 0.01) \times 10^6$</td>
<td>$1 \times 10^6$</td>
</tr>
<tr>
<td>$b_\gamma/2\pi$ [Hz/K$^4$]</td>
<td>$(2.79 \pm 0.01) \times 10^6$</td>
<td>$2.70 \times 10^6$</td>
</tr>
<tr>
<td>$\sigma$ [K]</td>
<td>$(2.2 \pm 0.2) \times 10^{-2}$</td>
<td>-</td>
</tr>
<tr>
<td>$k$</td>
<td>$3.0 \pm 0.1$</td>
<td>$1.91$</td>
</tr>
<tr>
<td>$\alpha$</td>
<td>$0.69 \pm 0.02$</td>
<td>$0.2$</td>
</tr>
<tr>
<td>$N \in \mathbb{Z}^+$</td>
<td>$1$</td>
<td>$\geq 1$</td>
</tr>
<tr>
<td>$\eta$ [m]</td>
<td>$(1.01 \pm 0.01) \times 10^{-8}$</td>
<td>$5 \times 10^{-9} &lt; \eta &lt; 7 \times 10^{-8}$</td>
</tr>
</tbody>
</table>

**Table 1:** Fit parameters and the expected values.

\begin{align*}
\gamma_{ac}(n_{circ}, T_{MC}) &= \gamma_{ac,0} + \delta\gamma_{ac,G}(n_{circ}) + b_\gamma T_{MC}^4 \\
\gamma_{nth}(n_{circ}, T_{MC}) &= \frac{n_{fib}\gamma_{ac,0} + n_{ball}b_\gamma T_{MC}^4 + f_{GM}(n_{circ})}{\gamma_{ac,0} + b_\gamma T_{MC}^4 + \gamma_{ac,G}(n_{circ})}
\end{align*}

For these fits, the parameters $\omega_{ac,0}$, $\gamma_{ac,0}$, $b_\omega$, and $b_\gamma$ are fixed to the best-fit values determined in the first step. This leaves five fitting parameters: $N$, $\alpha$, $\eta$, $k$, and $\sigma$. The data were fit using these five parameters, with $N$ constrained to be a positive integer and $\alpha$ constrained $\leq 1$. The best fit values are listed in Table 1 along with the expected values. Although the best fit was achieved with $N = 1$, qualitatively similar fits were achieved with $N = 2$ and $N = 3$. For $N \geq 4$ the fits do not reproduce the qualitative trends in the data. The resulting fits are shown in Supplementary Figure 14.
**Supplementary Figure 14: Optical spring, optical damping, and mean phonon number.** (a) Acoustic mode frequency. (b) Acoustic mode linewidth. (c) Acoustic mode thermal phonon number $n_{th}$ (defined in the main text). All three are plotted as a function of the cavity photon number $n_{circ}$ for $T_{MC} < 200$ mK. The dots represent data, and the solid lines show the fit. For both the data points and the fit lines, the color corresponds to $T_{MC}$. The best-fit values of the five fit parameters ($N$, $\alpha$, $\eta$, $k$, $\sigma$) are listed in Table 1.
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